
1

Remote interactive browsing of video surveillance
content based on JPEG 2000

F.-O. Devaux, J. Meessen, C. Parisot, J.-F. Delaigle, B. Macq and C. De Vleeschouwer

Abstract— In video surveillance applications, pre-stored im-
ages are likely to be accessed remotely and interactively upon
user request. In such a context, the JPEG 2000 still image
compression format is attractive because it supports flexible and
progressive access to each individual image of the pre-stored
content, in terms of spatial location, quality level, as well as
resolution. However, when the client wants to play consecutive
frames of the video sequence, the purely INTRA nature of
JPEG 2000 dramatically penalizes the transmission efficiency. To
mitigate this drawback, conditional replenishment mechanisms
are envisioned. They convey arbitrary spatio-temporal segments
of the initial video sequence directly through sporadic and
rate-distortion optimized refresh of JPEG 2000 packets. Hence,
they preserve JPEG 2000 compliance, while saving transmission
resources. The replenishment algorithms proposed in this paper
are original in two main aspects. First, they exploit the speci-
ficities of the JPEG 2000 codestream structure to balance the
accuracy (in terms of bit-planes) of the replenishment across
image subbands in a rate-distortion optimal way. Second, they
take into account the still background nature of video surveillance
content by maintaining two reference images at the receiver. One
reference is the last reconstructed frame, as proposed in [2]
and [3]. The other is a dynamically-computed estimate of the
scene background, which helps to recover the background after
a moving object has left the scene. As an additional contribution,
we demonstrate that the embedded nature of the JPEG 2000
codestream easily supports prioritization of semantically relevant
regions of interest while browsing video content. An interesting
aspect of this JPEG 2000-based prioritization is that it can be
regulated a posteriori, after the codestream generation, basedon
the interest expressed by the user at browsing time. Simulation
results demonstrate the efficiency and flexibility of the approach
compared to INTER-based solutions.

Index Terms—Video server, JPEG 2000, Conditional replen-
ishment, Adaptive and interactive media delivery

I. I NTRODUCTION

We consider application scenarios for which a client -
typically a human controller behind a PC or a wireless PDA
- remotely accesses pre-encoded content captured by possibly
multiple (overlapping) surveillance cameras, to figure outwhat
happened in the monitored scene at some earlier time. In
such a context, a desired browsing interface should allow
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the end-user to randomly select any spatio-temporal segment
of the video(s) at arbitrary resolution so that, in a typical
interactive browsing scenario, the end-user can first survey
the (multiple) video(s) at low temporal and spatial resolution,
and then focus on higher resolution displays of short video
segments of interest, or decide to zoom in on a specific
spatial area or object of interest, either in a particular frame
or video segment. Regarding deployment, we are interested in
a browsing architecture that can scale to handle large volumes
of content, captured by distinct cameras, on multiple sites, at
distinct time instants. Therefore, the content has to be stored
efficiently in a compressed format, and the computational load
associated to content storage, access and distribution hasto be
limited1.

To address the above requirements, we have decided to
build our system on the JPEG 2000 compression standard [4].
JPEG 2000 indeed provides a natural solution to support the
required access flexibility, through low complex manipulation
of pre-encoded bitstreams [5] [6], without the need for compu-
tationally expensive transcoding -i.e. decompression followed
by compression- operations. In the meantime, we have also
renounced to exploit temporal prediction during compression,
so as to preserve the capability of random temporal access to
each individual frame of the sequence. To mitigate the penalty
induced by a strict INTRA coding structure, we have adapted
conditional replenishment principles to the specificitiesof
JPEG 2000 and of video surveillance scenes. This has been
done at two levels. First, next to the previously reconstructed
frame, the pre-computed estimation of the scene background
has been considered as a potential candidate to reconstruct
the current frame in absence of replenishment information.
Second, decisions about the replenishment of JPEG 2000
packets have been optimized in the rate-distortion (RD) sense
by taking into account potential semantic information, e.g.
defining some knowledge about the regions interesting the
user in the scene. Interestingly that knowledge is exploited
independently of the compression engine, which means that
it can be provided a posteriori, at transmission time by each
individual user.

In final, the integrated contributions of our paper result in
a video server that:

• implements a multi-reference replenishment scheme for
pre-encoded JPEG 2000 content, and demonstrates the
relevance of the approach in scenarios capturing the video

1Even in cases for which a given content is only accessed by a few clients,
the server is expected to handle a large number of contents simultaneously,
thereby making computational load on the server an important issue
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sequence with still cameras, as often encountered in a
video surveillance context.

• promotes adaptive and user-driven access to video content
by defining a JPEG 2000 scheduler that adapts to het-
erogeneous channel conditions and user requirements (in
terms of spatio-temporal interest) at low computational
cost and in a post-compression way, based on a set of
pre-calculated annotations.

• circumvents the drawbacks of closed-loop prediction sys-
tems by restricting transmissions to INTRA content. This
is especially relevant when addressing heterogeneous
clients dealing with different prediction references in
lossy environments.

• does not aim at competing with state-of-the-art hybrid
video compression algorithms [7] [8]. Instead of compres-
sion efficiency, our proposed solution rather emphasizes
the capabilities for spatio-temporal random access re-
quired for interactive navigation through the (individual)
frames or segments of the video sequence.

The novelty of our proposed server mainly lies in (1)
the exploitation of multiple references in a replenishment
framework, (2) the RD optimal and semantically weighted
scheduling of pre-computed JPEG 2000 packets, and (3) the
efficient implementation of the scheduling algorithm, to handle
numerous heterogeneous clients simultaneously.

The outline of this paper is the following. Section II presents
an overview of the interactive browsing system. Section III
details the scheduler implemented on the server side to select
the JPEG 2000 packets that provide rate-distortion optimal
replenishment, given the reference(s) expected on the client
side. Section IV further explains how this system can be
deployed to adapt to client resources and interest in the scene
in a cost-effective way. Section V presents the background
estimation algorithm used in our replenishment system. The
integrated approach is validated through Section VI, and
conclusions are drawn in Section VII.

II. A PPLICATION SCENARIO AND SYSTEM OVERVIEW

A. Remote interactive browsing in a surveillance context

To motivate the use of JPEG 2000 to store and disseminate
surveillance video content, it is interesting to consider atypical
interactive browsing surveillance scenario, and to compare the
channel and computational resources required when accessing
pre-recorded content remotely either based on hybrid (INTER)
or JPEG 2000 (INTRA) compression formats.

The envisioned surveillance scenario significantly extends
the common VCR functionalities [9]. Typically, a graphical
user interface (GUI) allows the human controller to visualize
the chronology of recorded - and possibly pre-analyzed -
events through a timeline of low-resolution key frames (sce-
nario 1). The user can then select some time segments of
the video to display at higher resolution (scenario 2). (S)he
can also interactively select and further zoom in on some
areas of interest, in a particular video segment (scenario 3)
or frame (scenario 4) of the displayed scene. For illustrative
purposes, Table I reviews the four access scenarios involved
in the above described typical browsing session, manipulating

content captured at 15 fps, with a still 2 Mpixels camera. The
scenarios differentiate themselves by the spatial resolution at
which they access the content, and by the particular segment
of the video they actually access. In particular, scenario1
envisions the display of a chronological time-line of very low
resolution frames. Scenario2 considers the display of a video
segment at low resolution. Scenario3 considers a cropped and
subsampled version of the video, while scenario4 considers
the access to a384x288 window in a randomly selected frame
of the original video sequence.

Encoded signal Displayed fraction
Scenario signal resolution of initial image

Time-line of very
1 low-resolution frames 192 × 144 1/1

Low-resolution
2 video segment 384 × 288 1/1

Zoom in (spatially)
3 random video segment 768 × 566 1/4

Zoom+ in
4 (spatio-temporally) 1536 × 1132 1/16

random frame segment

TABLE I
CONTENT ACCESS SCENARIOS DEFINITION. CONTENT HAS BEEN

CAPTURED AT 15 FPS, WITH A 2 MPIXELS CAMERA.

Proposed AVC AVC AVC FMO
Scenario J2K CRB I + 14 P All I SVC I + 14P

1 [kbit/
sample] 24 24 20 20 20 20
2 [kbit/

sec] 1020 189 78 840 93 78
3 [kbit/

sec] 702 148 215 2190 251 101
4 [kbit/
sample] 32 32 494 415 537 57

TABLE II
AVERAGE BANDWIDTH CONSUMPTION FOR EACH ACCESS SCENARIO AND

FOR DISTINCT ENCODING SCHEMES, AT 35dB. FOR THE J2K AND CRB
METHODS, A SINGLE FINE-GRAINED CODESTREAM IS GENERATED FOR

THE FOUR SCENARIOS AND COULD BE USED TO MEET OTHER RATE

CONSTRAINTS. SVC AND AVC STREAMS ARE GENERATED TO TARGET

THE FOUR PRE-DEFINED SCENARIOS, AND DIFFERENT VERSIONS OF THE

AVC STREAM ARE GENERATED FOR EACH SCENARIO WHILESVC ONLY

REQUIRES A SINGLE STREAM.

For each scenario, Table II then compares the average bitrate
required to access a typical surveillance content based on
distinct codecs. For each coding scheme and each spatial
resolution, the encoding parameters have been tuned to reach
an approximate PSNR of 35 dB, so that the displayed signals
are roughly comparable for a given scenario, but distinct
encoding schemes.

In our analysis, we first consider the four codecs corre-
sponding to the first four columns of Table II. J2K encodes and
decodes the video images based on the JPEG 2000 algorithm.
CRB refers to the original solution described and validated
in the rest of the paper. It relies on JPEG 2000 packets, but
implements multiple-reference and RD optimized conditional
replenishment mechanisms to reduce the bandwidth consump-
tion when accessing video segments characterized by still
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backgrounds. The two next solutions build on the H.264/AVC
standard, and encode one INTRA frame every second (column
3) or all frames in INTRA (column 4). For both AVC solutions,
four distinct streams are generated, corresponding to the four
spatial resolutions considered by the scenarios in Table I.The
two last solutions respectively built on SVC and AVC FMO
are detailed below.

In Table II, the bandwidth is defined in kbits/sample or
kbits/sec depending on whether the scenario considers the
access to an individual frame or to a (several seconds) video
segment. As AVC is not supposed to provide spatio-temporal
random access capabilities, we assume that entire frames have
to be decoded to access the frame/video segment of interest in
scenarios 3 and 4. Moreover, partial GOPs have to be decoded
to access a single and randomly selected frame with AVC
I+14P in scenario 4. Hence, depending on the position of the
frame to access in the GOP, a number of P frames have to
be decoded in addition to the first Intra frame of the GOP.
This explains why the cost to access a sample in scenario 4
is higher for AVC I+14P than for AVC I.

A careful analysis of the first four columns of Table II
reveals that the INTRA nature of JPEG 2000 strongly pe-
nalizes J2K compared to AVC (I+14P) when video segments
have to be transmitted. It also reveals that J2K provides an
attractive solution when random spatial and/or temporal access
is desired (scenarios 1 and 3) or when a single frame has to
be displayed (scenario 1 and 4). The lack of spatio(-temporal)
random access capabilities significantly penalize AVC-based
solutions compared to J2K and CRB solutions in scenarios
3 and 4. Interestingly, we observe that our proposed CRB
solution preserves the advantages of J2K, while smoothing out
its main drawback. Specifically, CRB appears to be the only
solution that is able to deal with all scenarios with a bandwidth
of 200 kbps and a latency smaller than one second for scenario
4. This definitely demonstrates the relevance of our study
that, we should remind it, relies on the stationarity of the
scene background, and is thus specially suited to surveillance
contexts.

Before moving to the actual description of our CRB solu-
tion, it is worth making two comments about AVC-based video
coding schemes.

First, the scalable extension of MPEG-4 AVC, namely
SVC [10], enables the encoding of a high-quality video
bitstream that contains one or more subset bitstreams that can
themselves be decoded with a complexity and reconstruction
quality similar to that achieved using MPEG-4 AVC with
the same quantity of data as in the subset bitstream. Hence,
SVC prevents the multiplication of streams, but does not
fundamentally affect the conclusions drawn from Table II. This
is illustrated by column 5 in Table II. There we present a
SVC solution for which the first resolution has been encoded
based on a I + 14 P GOP structure. For the second and
third resolutions, frames are predicted based on the highest
lower resolution and the previous frame. To improve random
access capabilities, the last and finest resolution only exploits
the lower resolution as a reference (and not the previous
frame). We observe in Table II that SVC achieves about

the same performance as the four versions envisioned for
AVC I + 14P. This is not surprising since SVC encounters
some (minor) penalty when embedding the four versions in
a single bitstream. Beyond that example, it is also worth
mentioning that the medium-grained scalable (MGS) version
of SVC supports rather fine “on the fly” quality adaptation on
entire frame, based on a smart design of temporal prediction
loops, and on the frequency-based partitioning of enhancement
coefficients. However, such MGS setting does not support
neither region of interest based transmission, neither random
temporal or multi-resolution access to video.

Second, it is possible to exploit the flexible macroblock
ordering concept of MPEG-4 AVC to define a grid of block-
shaped slices that can be accessed independently, thereby
improving the spatially random access capabilities of AVC,at
the expense of some coding efficiency2. Column 6 in Table II
presents the bandwidth requirements corresponding to the four
envisioned scenarios when the AVC I+14P codec considers
independent slices of64 × 64 pixels, thereby significantly
improving the bandwidth requirement when random spatial
access is required (for scenarios 3 and 4).

Bottom line, we conclude that, for a pre-defined set of
access scenarios characterized by a given set of targeted
resolutions or bit budgets, results equivalent or even slightly
better than the one obtained with J2K could be obtained
with MPEG-4 AVC or SVC standards for the fourth scenario,
by encoding high resolution frames in INTRA (to allow for
random temporal access) and based on a set of independent
slices. However, despite this observation, JPEG 2000-based so-
lutions still remain attractive due to their inherent fine grained
embedded nature, which gives them the ability to deal with
heterogeneous bandwidth constraints and RoI user requests.
With JPEG 2000 or the proposed replenishment framework,
there is no need to work with sophisticated decoder architec-
tures, able to handle a discrete set of (embedded) versions of
the same content, encoded with a discrete set of distinct quality
and resolution levels. With replenishment-based solutions, the
client simply handles and decodes conventional JPEG 2000
and parity packets to browse arbitrary portions of the content
in a progressive and fine grained manner, both in quality and
resolution. Such progressivity is especially desired whenserv-
ing heterogeneous terminals, for which transmission resources
and interest in the scene are defined by each individual user
at transmission time.

A summary of this comparison is presented in Table III.
There, we differentiate the “fixed scalability” and the “adaptive
scalability”. By “adaptive scalability”, we refer to the dynamic
adaptation of transmitted content according to the require-
ments defined by each individual client at transmission time.
In contrast, the “fixed scalability” refers to the preparation
and exploitation of (embedded) codestreams(s) dedicated to
a discrete set of pre-defined transmission conditions. The
ambiguous characterization of the SVC codec in Table III
reflects the fact that the compression efficiency and adaptive

2For example, [11] considers a low resolution base layer encoded with
motion compensation, and a high resolution enhancement layer encoded in a
set of independent slices that are only predicted from the base layer.
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scalability of SVC depends on the envisioned scenarios and
parametrization of the codec. More interestingly, based on
Table III, we conclude that J2K and proposed replenishment-
based methods outperforms other approaches in terms of
“adaptive scalability”.

Compression Fixed Adaptive
Codec efficiency scalability scalability

AVC High Low Low
SVC and/or FMO Medium-High High Low-Medium

J2K Low High High
Proposed CRB Medium High High

TABLE III
SUMMARY OF CODECS COMPARISON. FIXED SCALABILITY REFERS TO

THE FLEXIBILITY RESULTING FROM THE CREATION OF SEVERAL

EMBEDDED VERSIONS OF A COMPRESSED CONTENT IN A SINGLE

PRE-ENCODED CODESTREAM. ADAPTIVE SCALABILITY REFERS TO THE

ADDITIONNAL FLEXIBILITY ARISING WHEN THE TRANSMITTED CONT ENT

CAN BE ADAPTED ON-LINE TO ROI USER REQUIREMENTS AND CHANNEL

CONDITIONS.

Hence, the core of the paper mainly consists in explaining
and demonstrating how dedicated conditional replenishment
mechanisms efficiently preserve the fine grained flexible nature
of JPEG 2000 to adapt streamed content to individual user
needs while saving some bit budget when serving surveillance
video segments, thereby reaching the performance presented
in the CRB column of Table II.

B. Proposed video server overview

As explained in the previous section, the purpose of our
paper is to explore how JPEG 2000 can support the efficient
transmission of video sequences. As a still image compression
standard, JPEG 2000 encodes the video frames independently,
and does not exploit the potential temporal correlation existing
between consecutive frames. The approach makes the access
to each individual image direct and flexible, but penalizes
the costs associated to the transmission of an entire video
sequence. To mitigate this drawback, we propose to adopt a
rate-distortion formalism so as to restrict the transmission of
each image to the data units that bring a sufficient benefit per
unit of transmission cost.

Our approach follows the conditional replenishment prin-
ciple [2] [3] in that only the parts of the current image that
significantly differ from a reference maintained at the receiver
are transmitted. However, our work extends the initial replen-
ishment scheme in three major aspects, which correspond to
the three novel contributions of our paper:

• First, it exploits the specificities of the JPEG 2000
standard in that, for a given bit budget, it balances the
size (in terms of code-blocks) and the accuracy (in terms
of bit-planes) of the replenishment in a rate-distortion
optimal way.

• Second, it proposes to maintain two reference images
at the receiver. Next to the last reconstructed frame, as
proposed in [3], our system maintains an estimate of the
scene background as a second reference. Hence, for each
frame, the system only transmits the JPEG 2000 data

units that are not properly approximated at the receiver,
neither based on the background estimate, nor based on
the previous reconstructed frame. In our experiments, the
background is estimated based on Gaussian mixtures that
collect the statistics of past image samples in specific
pixel locations, as described in Section V. When the
current background estimate sufficiently differs from the
reference background available at the client, the current
background is transmitted to the receiver, and the refer-
ence background is updated. The simulations presented
in Section VI demonstrate that this second reference sig-
nificantly decreases the required transmission resources
in case of stationary scene background, as encountered
in video surveillance contexts.

• Third, as an additional original and crucial contribution,
our study also demonstrates that most of the computation
needed to take the replenishment decisions can be per-
formed off-line, without preventing the server to adapt
its replenishment (scheduling) decisions to the actual
transmission resources and semantic interest defined on-
line by a particular user during the browsing session. In
practice, all these pre-computed informations are gath-
ered in a file, namedRate-Distortion(RD) Index file in
the following. The above statement has important and
interesting practical consequences. In particular, it means
that a single index file is pre-computed and exploited
to cover the multiple scenarios considered in Table II,
each scenario being considered as a particular interest
expressed by the user. It also means that our proposed
server naturally adapts to fluctuating and heterogeneous
bandwidth conditions.

The proposed video server is depicted in Figure 1. Thanks
to the information gathered in the pre-computed index file,
the server is able to schedule pre-encoded JPEG 2000 packets
to address the needs and resources of each individual client.
On-line processing driving adaptive scheduling decisionsonly
implies minor computational cost.

Fig. 1. Proposed video server architecture. Using a pre-calculated index, the
server selects the optimal packets to transmit to each client,based on their
individual needs and resources. Three types of clients are illustrated: a PDA
client with a low resolution and low bandwidth, a laptop client with a high
bandwidth and a third client focusing on two regions of interest for which he
is expecting a high quality.
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III. JPEG 2000CONDITIONAL REPLENISHEMENT

In this section, we first review the JPEG 2000 standard.
Then, we explain how conditional replenishment is imple-
mented to transmit a JPEG 2000 frame in a rate-distortion
optimal way, when a given reference is known to be available
at the receiver. Finally, we define three methods for efficient
streaming of a video segment based on JPEG 2000 packets
replenishment. These three schemes differ by their abilityto
exploit the background estimate as a replenishment reference
and to support the prioritized transmission of regions of images
that are of particular interest to the user.

A. JPEG 2000 image representation and codestream abstrac-
tion

The JPEG 2000 standard describes images in terms of their
discrete wavelet coefficients. An important question raised
by conditional replenishment of JPEG 2000 coefficients is
related to the granularity of refreshment of those coefficients.
Specifically, one needs to understand to which extent it is
possible to define the resolution, the subband, the position
and the reconstruction accuracy of the coefficients that are
refreshed. That issue is directly related to the JPEG 2000
format, which can be summarized as follows.

According to the JPEG 2000 standard, the subbands issued
from the wavelet transform are partitioned intocode-blocks
that are coded independently [4] [5] [12]. Each code-block
is coded into an embedded bitstream, i.e. into a stream that
provides a representation that is (close-to-)optimal in the rate-
distortion sense when truncated to any desired length. To
achieve rate-distortion (RD) optimal scalability at the image
level, the embedded bitstream of each code-block is partitioned
into a sequence of increments based on a set of truncating
points that correspond to the various rate-distortion trade-
offs [13] defined by a set of Lagrange multipliers. A Lagrange
multiplier λ translates a cost in bytes in terms of distortion.
It defines the relative importance of rate and distortion. Given
λ, the RD optimal truncation of a code-block bitstream is ob-
tained by truncating the embedded bitstream so as to minimize
the Lagrangian cost functionL(λ) = D(R)+λR, whereD(R)
denotes the distortion resulting from the truncation toR bytes.
Different Lagrange multipliers define different rate-distortion
trade-offs, which in turn result in different truncation points.
For each code-block, a decreasing sequence of Lagrange
multipliers {λq}q>0 identifies an ordered set of truncation
points that partition the code-block bitstream into a sequence
of incremental contributions [13]. Incremental contributions
from the set of image code-blocks are then collected into so-
called quality layers,Qq. The targeted rate-distortion trade-
offs during the truncation are the same for all the code-blocks.
Consequently, for any quality layer indexl, the contributions
provided by layersQ1 throughQl constitute a rate-distortion
optimal representation of the entire image. It thus provides
distortion scalability at the image level. Resolution scalability
and spatial random access to the image result from the fact
that each code-block is associated to a specific subband and
to a limited spatial region.

Although they are coded independently, code-blocks are
not identified explicitly within a JPEG 2000 codestream.
Instead, the code-blocks associated to a given resolution are
grouped intoprecincts, based on their spatial location [4], [14].
Hence, a precinct corresponds to the parts of the JPEG 2000
codestream that are specific to a given resolution and spatial
location. As a consequence of the quality layering defined
above, a precinct can also be viewed as a hierarchy of
packets, each packet collecting the parts of the codestream that
correspond to a given quality among all code-blocks matching
the precinct resolution and position. Hence, packets are the
basic access unit in the JPEG 2000 codestream.

B. Rate-distortion optimal replenishment of a JPEG 2000
frame

The conditional replenishment framework originally intro-
duced in [2] and exploited more recently in multicast trans-
missions [3] has to be adapted to JPEG 2000 features.

Given a targeted transmission budget and a reference image
available at the receiver, we now explain how to select the
JPEG 2000 packets of the current image codestream so as to
maximize the reconstructed image quality. As the JPEG 2000
codestream consists in a set of precincts organized in a
hierarchy of layers (see Section III-A), the problem consists
in selecting the indexes of the precincts to refresh and their
quality of refreshment, so as to maximize the reconstructed
quality (or minimize the distortion) under the bit budget con-
straint, knowing that non-refreshed precincts are approximated
based on the wavelet coefficients of the reference image.

To simplify notations, and without loss of generality, the
precincts are labeled by a single indexi. To solve the problem
efficiently, we assume an additive distortion metric, for which
the contribution provided by multiple precincts to the entire
image distortion is equal to the sum of the distortion computed
for each individual precinct. We definedq(i) and dref (i) to
denote the distortion computed when theith precinct of the
image to transmit is approximated based on itsq first layers
and based on the reference image, respectively. We also denote
sq(i) to be the size in bytes of theq first packets of theith

precinct andT is the available bit budget.
The problem of RD optimal allocation of a bit budget across

a set of image blocks (precincts in our case) characterized by
a discrete set of RD trade-offs has been extensively studiedin
the literature [15]–[17]. Under strict bit budget constraints, the
problem is hard and its solution relies on heuristic methodsor
dynamic programming approaches [17] [18] [19]. In contrast,
when some relaxation of the rate constraint is allowed3,
Lagrangian optimization and convex-hull approximation can
be considered to split the global optimization problem in a set
of simple block-based local decision problems [15], [16]. The
convex-hull approximation consists in restricting the eligible
transmission options for each block (or precinct) to the RD

3This is the case in a streaming context since buffers absorb momentary rate
fluctuations. Hence, the bits that are saved (overspent) on the current frame
just slightly increment (decrement) the budget allocated to subsequent frames,
without really impairing the global performance of the communication.
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Fig. 2. Rate-Distortion points for a given precinct. The figure presents both
the set of RD points corresponding to the JPEG 2000 codestream truncation
points (dots), and the additional RD point corresponding to the approximation
of the precinct by the reference image (cross). The set of RD trade-offs
provided by the JPEG 2000 codestream lie on a convex-hul. Thenovel trade-
off authorized by the reference image lie on the distortion axis (R = 0).
Global convex-hull (circles) has to be considered for RD optimal allocation
at image level.

points sustaining the lower convex hull of the available RD
points of the block. In our case, this corresponds to the
computation, for each precinct, of the convex-hull sustaining
both the JPEG 2000 and the reference RD points, as depicted
in Figure 2.

Hence, given a bit-budget and the set of accessible convex-
hull RD points for each precinct, overall RD optimality is
achieved at the image level by transmitting the packets corre-
sponding to the convex-hull RD points selected in decreasing
order of benefit per unit of rate, up to exhaustion of the
transmission budget [15]. The approach is detailed in [20].It is
equivalent in principle to the one defined in [14], but accounts
for the availability of a reference image by pre-computing
for each precinct the convex-hull sustaining all accessible RD
points.

The solution is RD optimal in the sense that, for the
achieved bit-budget, it is not possible to attain a lower re-
constructed image distortion based on different refreshment
decisions. This is because, by construction, it is not possible
to find a non-transmitted packet that provides a larger gain per
unit of rate than the gain provided by a transmitted packet.

C. Video segment replenishment methods

In this section, we introduce three different replenishment
mechanisms to stream a video segment. They all follow the
algorithm defined in Section III-B, but differ in the reference
they use for replenishment, or in the way they compute the
distortion associated to a precinct.

In a video streaming context, we consider the transmission
of frame t, and denotedk,q

t (i) to be the distortion measured
when approximating theith precinct of framet, based on
the q first layers of the corresponding precinct in frame
(t − k). In particular, the replenishment of precincti at time
t with q layers is denoted bydq

t (i) = d
0,q
t (i). In absence of

replenishment, the reference distortion for precincti at timet

is denoteddref
t (i). The size in bytes of the firstq JPEG 2000

packets of precincti of framet is noteds
q
t (i), for eachq ∈ Q.

We now introduce the three replenishment methods consid-
ered in the simulation results presented in Section VI. They
are denoted and defined as follows:

TheCR – Conditional Replenishment – method follows the
conventional replenishment mechanism originally introduced
in [3] and adapted to the wavelet domain. The reference
image is the previously reconstructed image, and the MSE is
considered to measure the distortion. Formally, when the latest
replenishment of precincti occurredki

t frames earlier thant
with qi

t, the reference distortiondref
t (i) for precincti at timet

is equal todki

t
,qi

t

t (i). Here, all distortion metrics are computed
based on the Square Error (SE) of wavelet coefficients, so
as to approximate the reconstructed image square error [13].
Formally, letBi denote the set of code-blocks associated to
precincti, and letcb[n] and ĉb[n] respectively denote the two-
dimensional sequences of original and approximated subband
samples in code-blockb ∈ Bi. The distortiond(i) associated
to the approximation of theith precinct byĉb[n] coefficients
is then defined by

d(i) =
∑

b∈Bi

w2

σ

∑

n∈b

(ĉb[n] − cb[n])2 (1)

wherewσ denotes the L2-norm of the wavelet basis functions
for the subbandσ to which code-blockb belongs [13].
Equation (1) is adopted to computedk,q

t (i) and d
ref
t (i) for

all i, k, q and t.

TheCRB – Conditional Replenishment with Background –
method is novel and proposes to consider both the previous
image and the estimated background as possible references for
each precinct. In practice, for a given precinct, the image that
best approximates the precinct is selected as the referencefor
that specific precinct. Hence, lettingbt(i) to denote the distor-
tion obtained when approximating theith precinct of framet
based on the latest version of the background, the reference

distortion is now defined bydref
t (i) = min[d

ki

t
,qi

t

t (i), bt(i)].
As for the CR method, the distortion measures the SE of
wavelet coefficients. Our simulations demonstrate that CRB
significantly outperforms CR in the surveillance scenario.

The CROI – Conditional Replenishment with Regions of
Interest – follows the mechanism introduced by CRB, but
defines the distortion based on a weighted SE of wavelet
coefficients, so as to take into account the knowledge the server
may have about the semantic significance of approximation
errors. We assume that the information about the semantic
relevance of approximation errors is provided at the precinct
level based on user feedback or on some kind of automatic
pre-analysis of the scene. We define the semantically weighted
distortion to bedRoI,t(i) = wt(i)dt(i), wherewt(i) denotes
the semantic weight assigned to theith precinct at timet.
From a functional point of view, the CROI approach provides
a mechanism to take the user needs and interest into account
to define replenishment decisions. It is worth noting that the
convex-hull analysis performed on non-weighted distortions
(see Section III-B) remains valid, as long as the weighting
affects in a similar way all the packets of a precinct, which
is the case if weights are defined at the precinct level. Hence,
the complexity of CROI is equivalent to the one of CRB,
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independently of the interest (weights) defined by the user.
This is a key difference with most earlier contributions that
have considered semantically meaningful weighted distortion
metrics in the past, e.g. in [21]. Most earlier contributions
exploit those metrics either before or during the encoding
step. In contrast, our work supports the posterior definition of
semantics weights, at transmission time for each client, thereby
allowing to serve multiple clients, with different semantic
interests, based on a single JPEG 2000 codestream, and
without any significant complexity increase.

IV. SERVING MULTIPLE HETEROGENEOUS CLIENTS: INDEX

FILE DEFINITION

In this section, we consider the practical deployment of
the replenishment system described in Section III, to serve
a large number of heterogeneous clients while preserving an
acceptable computational complexity. The objective is thus to
support low cost adaptation to user requests and resources.
When the server has to cope with a large number of clients,
possibly accessing distinct streams, the real-time calculation
of the d

q
t (i) and d

ref
t (i) values of interest becomes compu-

tationally intractable. In order to decrease this complexity,
we propose to separate the process in two phases. During
an off-line phase, the server performs once and for all most
of the computationally expensive operations, and stores the
results in an index. This index is then exploited for on-line
adaptive scheduling of packets, based on the actual resources
and interest of a particular client.

Fig. 3. Off-line operations leading to the creation of the RDindex file at
the server.

Based on the conditional replenishment concepts presented
in Section III, the information that is needed by the server
to take optimal scheduling decisions is strictly limited to
the measures of JPEG 2000 packet sizes and both types of
distortionsd

k,q
t (i) and bt(i). This information only depends

on the input signal, and not on earlier and user-dependent
replenishment decisions. Hence, they can be computed off-
line4, and stored in an index file that will then be used during

4Off-line means here that computations are performed independently of
the actual semantic weightswt(i) or transmission resources experienced by
a particular user.

the streaming session to adapt the replenishment decisionsto
each individual client. The process is illustrated in Figure 3,
which can be described as follows.

The scene background is estimated based on the orig-
inal video content, typically based on Gaussian mixtures,
as detailed in Section V. Each background estimate that is
transmitted to the client is then JPEG 2000 encoded, and used
to compute the distortion valuesbt(i). Distortion valuesdq

t (i),
also denotedd0,q

t (i), and s
q
t (i) values are directly computed

based on JPEG 2000 encoding of each individual frame of
the original video. In contrast, the computation of thed

k,q
t (i)

values, for allk > 0, implies a significantly larger effort, both
in terms of computation and memory resources. To mitigate
this effort, we propose to use the following approximation:

d
k,q
t (i) ∼= d

0,q
t−k(i) +

k−1∑

l=0

d
1,qmax

t−l (i) (2)

Fig. 4. Path used to approximate the distortion of the previous references,
compared to the optimal path (dashed arrow). This approximation significantly
decreases the pre-processing complexity and storage requirements, without
significantly impairing the streaming performance.

In this equation,d0,q
t−k(i) denotes the distortion resulting

from approximating theith precinct of frame(t − k) based
on q layers, with0 ≤ q < qmax. The second term accounts
for the fact that we are interested in the distortion measured
when approximating theith precinct of framet based on the
first q layers in frame(t− k). Therefore, we have to estimate
how well theith precinct of frame(t − k) approximates the
corresponding precinct in framet. By assuming that the errors
on precinct coefficients are zero mean, we can interpret the
SE distortion as a measure of the variance of the random
variable associated to errors. In addition, if we admit that
errors between consecutive pairs of frames are independent,
then we can simply estimate the SE between thetth and
(t − k)th frames based on the sum of the SE measured
between all pairs of consecutive frames between(t−k) andk,
ending in the second term of Equation 2. The approximation
process is illustrated by Figure 4, which depicts the hierarchy
of layers associated to frames indexed fromt to t − k. We
observe that anydk,q

t (i) can be approximated based on a
distortion computation path that only relies ond0,q

X (i) and
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d
1,qmax

Y (i) values, which significantly reduces the amount of
values to compute and store in the index file, compared to
d

Y,Q
X (i), whereX and Y variables take all possible values,

and0 < Q < qmax.
We will see in the next section that this approximation does

not have a significant impact on the system performances. To
estimate the complexity, we defineId to be the depth of the
index file. In other words,Id defines the number of previous
frames considered for the calculation of the previous reference
distortion. Hence,dk,q

t (i) is computed for allk < Id, which
shows that the complexity increases linearly with the index
depth Id for the optimal algorithm. By using the approxi-
mation, we make the number of calculations independent of
the value ofId, and turn theO(Id ∗ qmax) complexity into
O(Id + qmax).

The gain is further illustrated in Figure 5, which plots
the memory and computational complexity requirements for
three different implementations of our proposed replenishment
framework within a video server. The sequence considered to
plot this figure is theSpeedwayCIF sequence. Details regard-
ing this sequence and the compression parameters considered
are provided in Section VI.

TheOptimal Onlinestrategy computes the reference distor-
tion required for the rate allocation of each individual user
at transmission time, knowing the exact scheduling historyof
the user. TheOptimal Offline strategy computes and stores
all possible reference distortions off-line, without any approx-
imation, by anticipating all the precinct references resulting
from possible earlier transmission strategies. TheProposed
approximationsstrategy only pre-computes the distortion re-
sulting from the approximation of a precinct based on its
previous correspondence, encoded at the highest quality level,
i.e. it only computesd

1,qmax

t (i) for all i and t. It then
uses Equation 2 to estimate the missing reference distortions
d

k,q
t (i), with k 6= 1 andq 6= qmax.
In Figure 5(a), the memory requirements are determined

by summing the number of bytes required to store each
JPEG 2000 packet rate and distortion. For theOptimal Offline
solution, the distortion of all possible references must also
be stored, while this information is calculated on the fly for
the Optimal Onlineand approximated for the third method.
The number of JPEG 2000 packets in a frame, which directly
influences the memory requirements, is determined by the
sequence compression parameters5. As expected, we observe
that the memory required by theOptimal Offline strategy
increases linearly withId, while it remains constant for the
other strategies.

In Figure 5(b) the server complexity is measured in terms
of the numbers of arithmetic operations required for the
computation of the distortion.Id is set to 10. We observe
that the complexity of theOptimal Onlinestrategy increases
significantly with the number of users, since the computation
are performed independently for each client. For the other
strategies, most operations are performed offline, and the
additional required online operations appear to be insignificant

5The number of JPEG 2000 packets in a single tiled frame corresponds to
the product of the number of resolutions, layers, precincts and components.
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Fig. 5. Comparison of (a) memory and (b) computational resourcesfor three
different implementations of the proposed replenishment framework. Memory
is depicted as a function of the index depthId, while computational resources
are presented as a function of the number of server clients.

compared to the offline operations. This is reflected by nearly
horizontal curves for these strategies in Figure 5(b).

V. BACKGROUND ESTIMATION

The goal of the background estimation process is to create
the additional reference frames for the replenishment module.
Each background pixel is estimated on a sliding window, based
on a mixture of Gaussians model [22] [23] [24]. This approach
automatically supports backgrounds characterized by multiple
states, like blinking lights, grass and trees moving in the
wind, acquisition noise, etc. Furthermore, it naturally updates
the background model -in an unsupervised manner- when the
scene conditions are changing.

Figure 6 shows the mixture of Gaussians model for a pixel
at some given time. Computation of that model is based on
the aggregation of all luminance values observed for that
specific pixel in the previous frames belonging to the sliding
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Fig. 6. Statistical modeling of a background pixel using three Gaussians.
Multiple Gaussians aggregate the pixel luminance values observed in a sliding
window.

window. The model is updated as follows, each time a novel
luminance value is observed for the pixel. The novel luminance
observation is compared to the current mixture. The pixel is
assigned to one of the Gaussians if the distance between the
its luminance and the Gaussian mean is lower than a given
threshold, chosen to be proportional to the Gaussian standard
deviation -typically1.6 times the standard deviation. If the
pixel belongs to one of the most probable Gaussians, the
pixel is classified as background and the relevant Gaussian
parameters, i.e. mean, variance, and frequency, are updated.
Otherwise, the pixel is classified as foreground and the pa-
rameters of the associated Gaussian are updated according
to this additional luminance value. At the beginning of the
process, a new Gaussian is initialized each time a pixel
is classified as foreground until the pre-defined maximum
number of Gaussians is reached. The maximum number of
Gaussians is a parameter that should theoretically be adapted
to the number of different states a pixel of the background can
have according to the different noises (acquisition, vibrations,
etc.). In practice three Gaussians per mixture perform wellin
most indoor and outdoor conditions.

At any time, the background can thus be estimated based
on the mean of the most probable Gaussian for each pixel.
In our replenishment system, those background frames are
used to update the reference background at the client when
major background changes are detected. Note that at the
very beginning of the sequence, typically during the first 2
seconds, the background estimate is unstable since the number
of samples to model each Gaussian is very small. In order to
avoid prohibitive background updates during this period and
because our system deals with pre-encoded content, the initial
background reference available from the beginning of the
sequences is the stable estimate obtained after a few seconds
of Gaussian mixture processing. In a real-time transmission
context, the first frame would be considered as being the best
reference until the Gaussian mixtures can be considered as
stable.

VI. EXPERIMENTAL VALIDATION

In this section, we first analyze the performances of the
proposed replenishment method when serving a single pre-
encoded content at multiple rates. For comparison purposes,
we provide the compression performance achieved by MPEG-

4 AVC and SVC at similar bitrates. We then illustrate how
the transmission of a video segment can be adapted to favor
semantically relevant areas of the content. In practice, those
regions of interest can be defined either automatically based on
scene analysis mechanisms, or interactively by each individual
user. The remarkable feature of our system lies in the fact
that the adaptation of forwarded content to user needs and
resources is performed at low computational cost by the sched-
uler, without the need to generate and manipulate multiple
encoded versions of the same content. Finally, we briefly
consider the behavior of our proposed scheme in presence of
transmission errors.

Our approach has been tested exhaustively, but we present
the results onSpeedwayandCAVIARvideo sequences. Those
sequences correspond to CIF video-surveillance sequence,
captured with a fixed camera at 25 fps, and are available on the
WCAM and CAVIAR projects websites [1], [25]. Regarding
the JPEG 2000 compression parameters, each sequence has
been encoded with four quality layers (corresponding to com-
pression ratios of 2.7, 13.5, 37 and 76) and with three code-
blocks per precinct (one in each subband). Precinct sizes have
been set to 64x64, 32x32, and 16x16 for the four remaining
lowest resolutions. In all simulations, the reference background
(∼ 50 kbytes) is sent only once at the beginning of the
transmission because it remains sufficiently constant during
the 8 seconds corresponding to the whole sequence duration.

A. Bandwidth usage efficiency

Fig. 7. Rate distortion curves of the proposed algorithms compared with MJ2,
AVC and SVC MGS for theSpeedwaysequence. Frame rates and encoding
parameters are defined in the text.

Figures 7 and 8 present the rate distortion curves of the
proposed CRB system for theSpeedwayandCAVIARsequence
respectively. We will focus on the latter one for the following
analysis. Two curves correspond to CRB: the optimal algo-
rithm and the suboptimal algorithm using the approximation
described in Section IV. The system is compared to MJ2,
CR, and SVC which respectively correspond to independent
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transmission of JPEG 2000 frames, to conventional condi-
tional replenishment (i.e. without background reference)and
to the scalable extension of MPEG-4 AVC. For completeness,
the graph also plots MPEG-4 AVC with two different Intra
Periods (IP). It is worth noting however that AVC relies
on distinct encoded versions to address each target bitrate,
while JPEG 2000 and SVC based solutions address multiple
rate constraints based on a single pre-encoded codestream.
Regarding the rate control, the bit-rate has been uniformly
distributed on all frames for JPEG 2000-based methods. With
AVC, we have adapted the quantization parameters to reach
the expected bit-rates. The SVC solution is characterized by
a GOP of 16 frames with medium-grain SNR scalable layers
(MGS).

Unsurprisingly, MJ2 appears to be the worst scheme from
a compression efficiency point of view. At very low bitrates,
the CR method improves MJ2 by 15 dBs and CRB further
improves CR by more than 5 dBs. The difference between
CR and CRB tends to decrease with the bitrate. This is
because at high bitrates, INTRA refresh can be performed
with high quality, i.e. based on a large number of quality
layers. As a result, the quality provided by the background
approximation is not good enough compared to the accurate
reconstruction quality offered by the INTRA refresh option,
so that the background replenishment option is not selected
anymore. Hence, the relative gain brought by the background
approximation decreases as available bitbudget increases.

In Figures 7 and 8, we also observe that the suboptimal
CRB approximation behaves very similarly to the optimal
algorithm. At 200 kbps, the difference is smaller than 0.5 dB,
and decreases as the target bitrate increases. This illustrates
that the approximations described in Section IV to implement a
computationally efficient video server do not alter significantly
the proposed system.

Compared to MPEG-4 AVC and SVC, which do not offer an
independent access to each frame nor the possibility to define
RoI at transmission time, CRB results are very convincing,

given the increased flexibility offered by a JPEG 2000-based
low complexity server (see Section II-A). At 250 kbps, CRB
PSNR is 13 dB above AVC IP-1, and comparable to SVC and
AVC IP-15.

Surprisingly, we observe that the CRB curve is flatter than
the AVC, SVC and MJ2 curves. This relative slower increases
of quality with the bitrate does not reflect any sub-optimality
regarding the way CRB uses the available bit budget. Rather,
it can be understood by considering the relatively small
increment of quality provided by the precinct that switch
from a reference-based approximation to an INTRA refresh
replenishment option when the available bitbudget increases.
At low bitrates, those precincts were approximated based on
the reference, at zero transmission cost. As a consequence,
when they switch to an INTRA refresh replenishment mode,
the increment in rate has to be compared to zero, while the
increment in quality is computed with respect to the reference
approximation, and not to the signal reconstructed in absence
of any reference. In contrast, for MJ2, AVC and SVC schemes,
an increment of quality always results from the refinement
of already partially transmitted coefficients (finer quantization
with AVC and SVC or additional layer with MJ2), and not
to the complete transmission of the information needed to
switch from a reference-based approximation to an actual
transmission of JPEG 2000 coefficients.

Another way to apprehend the relative flatness of the CRB
curve compared to MJ2, SVC or AVC consists in considering
the evolution of quality when going from high to low bitrates.
At extremely high bitrates, MJ2 and CRB provide the same
quality (not depicted on the graphs). When the available bit-
budget decreases, our CRB method manages to better preserve
quality than J2K, by relying on the background approximation
to save some bit budget (that can then be allocated to INTRA
refreshed areas). Hence, the CRB curve drops more slowly
than the MJ2 curve when going from high to low bit rates,
thereby explaining the flatter trend of the CRB curve compared
to MJ2, and in turns to AVC and SVC.

To figure out what the RD curves plotted in the two previous
figures mean from a perceptual point of view, Figure 9 presents
snapshots of theSpeedwaysequence compressed with the MJ2,
CR, and CRB methods at 250 kbps. We observe that at very
low bitrates, CR considerably improves the MJ2 method, but
still remains blurry compared to CRB.

B. Semantically weighted adaptive streaming

We now consider two scenarios for which the server adapts
its packet scheduling decisions to the specific interest ex-
pressed by the client about the scene content. In both scenarios,
moving objects are considered to be more important than
the scene background. In the first scenario, this knowledge
is used to prioritize the refresh of moving objects. In the
second scenario, the same knowledge is exploited to mitigate
the impact of a noisy content acquisition process on the
replenishment decisions. Bottom line, both scenarios illustrate
the flexibility of the proposed CRB method, and its ability to
integrate individual user needs at transmission time, based on
a single JPEG 2000 pre-encoded codestream.
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Original MJ2

CR CRB

Fig. 9. MJ2, CR, and CRB methods for the 10th frame of theSpeedway
sequence transmitted at 250 kbps, 25 fps and in CIF format.

1) RoI-based streaming:In a video surveillance context,
Regions of Interest are generally defined to be mobile objects,
possibly matching pre-defined features (e.g. size, position,
texture, etc.) or behaviors (e.g. people entering restricted
areas). In our simulation, without loss of generality, we have
considered that the user is interested in the moving vehicles
of theSpeedwaysequence, so that the RoI segmentation mask
is simply derived from the background estimation module,
which inherently partitions the current image into moving
foreground and still background regions (see Section V). Note
that any other RoI definition could be envisioned, includinga
RoI defined interactively during the streaming process. This is
because, as explained in Section III-C, the encoding process
is totally independent of the RoI definition.

To maximize the impact of RoI prioritarization, the semantic
weightsw(i) are set to one (zero) for precincts that belong to
the RoI (non-RoI) areas6. The strategy is aggressive but defines
a limit case that allows to get a clear idea about the potential
benefit to draw from a semantic weighting of distortion.

Figure 10 presents the PSNR of RoI and non-RoI re-
gions of Speedwayfor several JPEG 2000-based streaming
methods. We observe that, for the MJ2 method, the non-
RoI quality is always higher than the RoI because most of
these background regions, like the road and the sky, are very
efficiently compressed. Indeed, since these regions are quite
predictable, the JPEG 2000 entropy coder easily reduces the
number of bits used to code them compared to regions with
a lower predictability. The RoI contains the cars that are
characterized by a large amount of details, which are less
efficiently compressed. Compared to MJ2, the CR method
offers a higher quality for the RoIs, which correspond to the

6Here, we consider that a precinct belongs to the RoI if at least 5% of
its supporting pixels are labeled as RoI pixels. The supporting pixels of a
precinct are obtained by dyadic upsampling of the precinct subband support.

zones that are more often refreshed. This trend gets reinforced
by the CROI method, which rapidly maximizes the RoI quality
but maintains constant background quality. This is explained
by the fact that the non-ROI areas are never refreshed by
CROI, and are only defined using the background reference
transmitted at the same high quality for all bitrates7. The
CRB method behaves like CR at high bit rates, but offers a
higher non-RoI quality at low bit rates, since the background
reference can be used to increase non-RoI quality.

2) Noisy sequence:In this paragraph, we consider a noisy
version of theSpeedwaysequence to further illustrate the flexi-
bility of our proposed streaming server. Specifically, we show
that our proposed method naturally support the exploitation
of a priori knowledge about the relevance of approximation
errors in the scene. In the scenario considered here, we have
added white Gaussian noise with a standard deviation of 10
to the Speedwaysequence. The noise simulates the effect of
adverse surveillance conditions: noisy camera acquisition, bad
weather, presence of traffic lights or moving objects (trees,
...). The noise causes luminance changes in the background
regions, but these changes are not relevant with respect to the
surveillance purpose of the application and should not trigger
replenishment mechanisms. Hence, the approximation error
observed on background areas should be neglected compared
to errors measured in the foreground moving areas. In our
simulation, this is simply done by using the CROI method,
with distinct weights assigned to foreground and background
precincts. Indeed, one characteristic of the segmentationalgo-
rithm presented in Section V is that the background Gaussians
widths are automatically adapted to the sequence noise, i.e. the
Gaussians have a higher standard deviation in noisy sequences
than sequences with a lower noise. This feature prevents
the pixels of the background to be considered as foreground
pixels, even in case of strong noise, which in turns guarantees
that the RoI replenishment prioritization allocates transmission
resources to the objects moving in the scene, and not to the
non-relevant variations of background caused by the noise.

Moreover, the background estimation process filters the
sequence temporally and provides a denoised version of the
background. Thus, we expect the CROI method to offer
a denoised, and perceptually more pleasant version of the
sequence at the client side. This is confirmed visually, and
illustrated in Figure 11 where the original sequence is taken
as reference to compute the PSNR values obtained when
transmitting the original and noisy sequences based on the
CROI, CRB and AVC methods, respectively. The left part
of the figure focuses on theRoI. In normal conditions, all
transmitted bits of the CROI method are dedicated to the
RoI, which explains the higher performances of this method
compared to CRB, and even to AVC for sufficiently large rates.
In noisy conditions, the RoI quality of all methods sharply
decreases since it is computed with respect to the original
sequence, while all codecs attempt to describe the noise. The
right part of the figure represents thenon-RoI quality. In
normal conditions, AVC outperforms CRB and CROI. In more

7Note that in our simulation, once the RoI reaches its maximal quality,
CROI does not transmit additional data to improve the non-RoI region, even
if some bit-budget is available.
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Fig. 10. RoI and non-RoI quality as a function of the total transmission rate for the CR, CROI, CRB and MJ2 methods (Speedwaysequence).

details, the CROI method minimizes the rate allocated to non-
RoI regions, thereby preventing the non-RoI quality to increase
with the bit budget. In contrast, CRB progressively refreshes
the non-RoI regions as the global (RoI + non-RoI) available
rate increases, providing a higher overall non-RoI quality. In
noisy conditions, we observe that CROI outperforms both
CRB and AVC. Since the non-RoI regions are modified by
the noise at each frame, the CRB (AVC) method regularly
refreshes (corrects prediction errors for) those regions,mainly
to render noise effects, which ends up in decreasing the quality
compared to the original signal. On the contrary, since the
CROI method knows a priori that most of the changes affecting
the background are due to noise, it concentrates the refreshon
RoI regions and almost never refreshes the non-RoI regions,
thereby providing a higher background quality compared to
the original (without noise) sequence. The same argument also
explains why the non-RoI quality -measured with respect to
the original sequence- is higher than the RoI quality when

considering the CROI encoding scheme. In short, RoI noise is
coded accurately while a denoised filtered background is used
as the reference for the non-RoI, resulting in a non-RoI signal
which is closer to the original.

C. Error resilience capabilities

The conditional replenishment transmission framework is
characterized by the fact that the refreshed information is
transmitted in INTRA, without any reference to the past.
Hence, it naturally provides some resilience to transmission
errors, since an error only remains perceptible until the next
successful refresh. Unfortunately, this assertion also means
that areas that are rarely refreshed become more sensitive to
transmission errors than other regions. In order to preventper-
sistent errors when transmitting video in noisy environments,
a particular attention should thus be devoted to those regions
that become temporally stable after a period during which
they were significantly changing. Indeed, for those regions,
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Fig. 11. RoI and non-RoI quality for the CROI, CRB, and AVC methods in
normal and noisy conditions (Speedwaysequence). In all cases, the PSNR is
calculated using the original (non noisy) sequence as reference.

if the last refreshment before a stable period is lost, then the
resulting reconstruction error affects the whole stable period,
with dramatic perceptual impact.

In this section, we propose a preliminary analysis of the
replenishment system performances in a noisy environment
and propose simple methods to validate our intuition. The
problem formalization should be done in a rate distortion
framework, similarly to what we have done in [26] for the
resilient transmission of JPEG 2000 codestreams, and incor-
porate temporal considerations related to the variabilityof the
temporal impact of errors in our replenishment framework.
The optimization of the replenishment scheduling taking into
account this variability is beyond the scope of this paper.
However, we provide an illustrative example based on an adap-
tive scheduling and a heuristic protection which retransmits
important refresh.

To validate our intuition, Figure 12 considers an error-
prone channel characterized by independent and identically
distributed (iid) bit errors, and assumes that a packet is lost as

soon as one of its bits becomes erroneous. The figure compares
three scheduling methods. The first one is the conventional
replenishment method (CR). The second one, denotedCR
Robust I, knows the channel BER and takes it into account
to schedule JPEG 2000 packets. Specifically, it uses a first
order approximation to compute the reference distortion, and
accounts for the packet loss probability to compute the benefit
expected from JPEG 2000 packets transmissions. The third
one, denotedCR Robust II, extends the previous method by
adding a simple heuristic to improve the robustness of critical
refresh.
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Fig. 12. Comparison of three replenishment methods as a function of the
channel bit error rate for theSpeedwaysequence at 500 kbps. Transmitted
JPEG 2000 packet are considered as lost as soon as one of theirbits becomes
erroneous. The three methods are described in the text.

Formally, according to the notations introduced in Sec-
tion III-C, (ki

t, q
i
t) and (ki

t−ki

t

, qi
t−ki

t

) denote the index and
quality level associated to the two latest refreshment of the
ith precinct. Those refreshments occurred respectively at time
(t − ki

t) and (t − ki
t − ki

t−ki

t

). Here, to simplify notations,
we omit the precinct and time indexes fork and q, and just
use (k1, q1) and (k2, q2), with k1 = ki

t, k2 = ki
t + ki

t−ki

t

,
to denote the instants and quality levels associated to the
two latest refreshments of precincti. Hence,dk1,q1

t (i) and
d

k2,q2

t (i) denote the distortion measured when approximating
the ith precinct at timet either based on the last or last but
one refreshment. If we denotep1 the probability that the last
refreshment of precincti at timet has been lost, the first order
approximation of the reference distortion can be computed as
d

ref
t (i) ∼= (1− p1) d

k1,q1

t (i)+ p1 d
k2,q2

t (i). It corresponds to a
first order approximation since it ignores the fact that the last
but one refreshment might also be lost. Similarly, the benefit
expected from the refreshment of theith precinct at timet

can be estimated based on the knowledge of the channel BER.
Those refinements of the expected distortions are implemented
by the CR Robust Imethod. However, they are unable to
prevent the appearance of persistent errors in regions that
become stable, e.g. after a moving object discloses a still
background. This is becausep1 is typically small, making
p1 d

k2,q2

t (i) insignificant compared to changing areas in the



frame. To circumvent this drawback, we propose a simple
heuristic to identify the regions that are expected to remain
stable for some time after significant changes, and force an
additional refreshment for them, so as to ensure with a high
probability that they will be correctly received at the client.
In practice, this is done by settingdref

t (i) to d
k2,q2

t (i) for the
regions for whichdk2,q2

t (i) ≫ d
k1,q1

t (i), which are regions that
appear to be significantly changing before (t−k2) and stable at
time (t−k1). The curveCR Robust IIin Figure 12 implements
that heuristic. Unsurprisingly, we observe that it significantly
improves the resilience of the conditional framework to losses.
We conclude after this preliminary analysis that an adaptation
of the scheduling algorithm should enable the replenishment
framework to efficiently support error-prone channels.

VII. C ONCLUSIONS

This paper considers remote interactive browsing of
JPEG 2000 content captured by still cameras. Rather than
transmitting each frame independently to the clients as it
is generally done in the literature for JPEG 2000 based
systems, our proposed streaming server adopts a conditional
replenishment scheme to exploit the temporal correlation of
the video sequence. As a first contribution, we propose a
rate-distortion optimal strategy to select the most profitable
packets to transmit. As a second contribution, we provide
the client with two references, the previous reconstructed
frame and an estimation of the current scene background
calculated at the server side, which significantly improves
the transmission system rate-distortion performances. Asa
third and significant outcome, we describe a post-compression
rate allocation mechanism, which enables the server to adapt
in real-time the content forwarded to heterogeneous -both
in terms of resources and interest- clients using a single
pre-compressed version of the sequence. An index is pre-
calculated offline to reduce the computational load at the
server while scheduling the packets according to the needs and
resources of each individual client. Extensive simulations have
revealed that the proposed system significantly outperforms
both naive independent transmission of consecutive frames,
and conventional replenishment mechanisms. At 500 kbps, the
distortion of the proposed method for theCAVIAR sequence
is 16 dB above MJ2, 10 dB above INTRA AVC and 2.5 dB
below AVC with an Intra Period of 15. These results encourage
the development of integrated and entirely JPEG 2000-based
storage and transmission video surveillance systems, without
the need to transcode the content to an MPEG-like format
before its transmission.
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