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Abstract— In video surveillance applications, pre-stored im- the end-user to randomly select any spatio-temporal segmen
ages are likely to be accessed remotely and interactively upon of the video(s) at arbitrary resolution so that, in a typical
user request. In such a context, the JPEG 2000 still image jniaractive browsing scenario, the end-user can first surve
compression format is attractive because it supports flexible and th ltio| id £ ¢ | and tial ot
progressive access to each individual image of the pre-stored e (multiple) vi eo(s)_ at low emp_ora gn Spatial reso .
content, in terms of spatial location, quality level, as well as and then focus on higher resolution displays of short video
resolution. However, when the client wants to play consecutive segments of interest, or decide to zoom in on a specific
frames of the video sequence, the purely INTRA nature of gspatial area or object of interest, either in a particulamfe
JPEG 2000 dramatically penalizes the transmission efficiency. To or video segment. Regarding deployment, we are interested i

mitigate this drawback, conditional replenishment mechanisms b . hitect that le to handle | I
are envisioned. They convey arbitrary spatio-temporal segmest a browsing architecture that can scale to handie large m

of the initial video sequence directly through sporadic and Of content, captured by distinct cameras, on multiple s@és
rate-distortion optimized refresh pf JPEG 2000 p_ackets. Hence, distinct time instants. Therefore, the content has to beedto
they preserve JPEG 2000 compliance, while saving transmission efficiently in a compressed format, and the computatiored lo

resources. The replenishment algorithms proposed in this paper 5sqqciated to content storage, access and distributioro Hes
are original in two main aspects. First, they exploit the speci- limited? ’

ficities of the JPEG 2000 codestream structure to balance the ) ]
accuracy (in terms of bit-planes) of the replenishment across To address the above requirements, we have decided to

image subbands in a rate-distortion optimal way. Second, they build our system on the JPEG 2000 compression standard [4].
take into account the still background nature of video surveillance  JpEG 2000 indeed provides a natural solution to support the

content by maintaining two reference images at the receiver. One required access flexibility, through low complex manipialat
reference is the last reconstructed frame, as proposed in [2]

and [3]. The other is a dynamically-computed estimate of the Of Pré-encoded bitstreams [5] [6], without the need for camp
scene background, which helps to recover the background after tationally expensive transcoding -i.e. decompressioloviad

a moving object has left the scene. As an additional contribution, by compression- operations. In the meantime, we have also
we demonstrate that the embedded nature of the JPEG 2000 renounced to exploit temporal prediction during comp@ssi

codestream easily supports prioritization of semantically relevant o, o hreserve the capability of random temporal access to
regions of interest while browsing video content. An interesting

aspect of this JPEG 2000-based prioritization is that it can be ©&ch individual frame of the sequence. To mitigate the penal
regulated a posteriori, after the codestream generation, baseon induced by a strict INTRA coding structure, we have adapted
the interest expressed by the user at browsing time. Simulation conditional replenishment principles to the specificitiels
results demonstrate the efficiency and flexibility of the approach JpPEG 2000 and of video surveillance scenes. This has been
compared to INTER-based solutions. done at two levels. First, next to the previously reconsé&dic
Index Terms—Video server, JPEG 2000, Conditional replen- frame, the pre-computed estimation of the scene background

ishment, Adaptive and interactive media delivery has been considered as a potential candidate to reconstruct
the current frame in absence of replenishment information.
I. INTRODUCTION Second, decisions about the replenishment of JPEG 2000

) o . ) . packets have been optimized in the rate-distortion (RDjesen

We consider application scenarios for which a client py taking into account potential semantic information,. e.g
typically a human controller behind a PC or a wireless PDﬁefining some knowledge about the regions interesting the

- remotely accesses pre-encoded content captured by Jos§iRer in the scene. Interestingly that knowledge is exploite
multiple (overlapping) surveillance cameras, to figurewhat independently of the compression engine, which means that

happened in the monitored scene at some earlier time. ian pe provided a posteriori, at transmission time by each
such a context, a desired browsing interface should allQWyividual user.
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sequence with still cameras, as often encountered incantent captured at 15 fps, with a still 2 Mpixels camera. The
video surveillance context. scenarios differentiate themselves by the spatial rasolutt

« promotes adaptive and user-driven access to video conteshiich they access the content, and by the particular segment
by defining a JPEG 2000 scheduler that adapts to hef- the video they actually access. In particular, scenario
erogeneous channel conditions and user requirementsdnvisions the display of a chronological time-line of veowl
terms of spatio-temporal interest) at low computationaésolution frames. Scenaribconsiders the display of a video
cost and in a post-compression way, based on a setsefyment at low resolution. Scenai@onsiders a cropped and
pre-calculated annotations. subsampled version of the video, while scenarioonsiders

« circumvents the drawbacks of closed-loop prediction syie access to 884x288 window in a randomly selected frame
tems by restricting transmissions to INTRA content. Thisf the original video sequence.
is especially relevant when addressing heterogeneous

clients dealing with different prediction references in . Encoded signal | Displayed fraction
, Scenario signal resolution| of initial image
lossy environments.

Time-line of very

« does not aim at competing with state-of-the-art hybrid 1 || low-resolution frames 192 x 144 1/1
video compression algorithms [7] [8]. Instead of compres; Low-resolution
sion efficiency, our proposed solution rather emphasizes2 Zo\ggne?ns(ig;?;ry) 384 x 288 1/1
the capabilities for spatio-temporal random access re-3 || random video segment 768 x 566 1/4
quired for interactive navigation through the (individual Zoom™ in
frames or segments of the video sequence. 4 || (spatio-temporally) | 1536 x 1132 1/16

. . . random frame segment
The novelty of our proposed server mainly lies in (1) TABLE |

the exploitation of multiple references in a replenishment et ACCESS SCENARIOS DEFINITIONCONTENT HAS BEEN
framework, (2) the RD optimal and semantically weighted CAPTURED AT15FPS WITH A 2 MPIXELS CAMERA.
scheduling of pre-computed JPEG 2000 packets, and (3) the

efficient implementation of the scheduling algorithm, todie

numerous heterogeneous clients simultaneously.

The outline of this paper is the following. Section Il pretsen Proposed | AVC AVC AVC FMO
an overview of the interactive browsing system. Section IlIScenario|| J2K | CRB | I+14P | Alll | SVC | 1+14P
details the scheduler implemented on the server side totselel kbit
the JPEG 2000 packets that provide rate-distortion optirr.aga[rlfgilt?] 24 24 20 20 20 20
replenishment, given the reference(s) expected on thatclie sec] 1020 189 78 840 | 93 78

side. Section IV further explains how this system can be3 [kbit/
deployed to adapt to client resources and interest in theesc 4S[Egi]t/ 702 148 215 | 2190] 251 101
in a cost-effective way. Section V presents the backgroupdample] || 32 32 494 415 | 537 57
estimation algorithm used in our replenishment system. The TABLE Il

integrated approach is validated through Section VI, angl/erace BANDWIDTH CONSUMPTION FOR EACH ACCESS SCENARIO AND
conclusions are drawn in Section VII. FOR DISTINCT ENCODING SCHEMESAT 35dB. FOR THE J2K AND CRB
METHODS, A SINGLE FINE-GRAINED CODESTREAM IS GENERATED FOR
THE FOUR SCENARIOS AND COULD BE USED TO MEET OTHER RATE
Il. APPLICATION SCENARIO AND SYSTEM OVERVIEW CONSTRAINTS SVCAND AVC STREAMS ARE GENERATED TO TARGET

: , N . THE FOUR PREDEFINED SCENARIOS AND DIFFERENT VERSIONS OF THE
A. Remote interactive browsing in a surveillance context  ayc stream ARE GENERATED FOR EACH SCENARIO WHILESVC ONLY

To motivate the use of JPEG 2000 to store and disseminate REQUIRES A SINGLE STREAM
surveillance video content, it is interesting to considgpécal
interactive browsing surveillance scenario, and to complae

channel and computational resources required whe_n angessi For each scenario, Table Il then compares the averagesbitrat
pre-recorded content remotely either based on hybrid (IR)TE jequired to access a typical surveillance content based on
or JPEG 2000 (INTRA) compression formats. distinct codecs. For each coding scheme and each spatial
The envisioned surveillance scenario significantly exsendesolution, the encoding parameters have been tuned tb reac
the common VCR functionalities [9]. Typically, a graphicahn approximate PSNR of 35 dB, so that the displayed signals
user interface (GUI) allows the human controller to visemli are roughly comparable for a given scenario, but distinct
the chronology of recorded - and possibly pre-analyzedencoding schemes.
events through a timeline of low-resolution key frames {sce In our analysis, we first consider the four codecs corre-
nario 1). The user can then select some time segmentsspbnding to the first four columns of Table Il. J2K encodes and
the video to display at higher resolution (scenario 2). éS)ldecodes the video images based on the JPEG 2000 algorithm.
can also interactively select and further zoom in on son@RB refers to the original solution described and validated
areas of interest, in a particular video segment (scengrioiB the rest of the paper. It relies on JPEG 2000 packets, but
or frame (scenario 4) of the displayed scene. For illusteatiimplements multiple-reference and RD optimized conddlon
purposes, Table | reviews the four access scenarios irdolveplenishment mechanisms to reduce the bandwidth consump-
in the above described typical browsing session, maniimnglat tion when accessing video segments characterized by still




backgrounds. The two next solutions build on the H.264/AV@e same performance as the four versions envisioned for
standard, and encode one INTRA frame every second (coluAWiC | + 14P. This is not surprising since SVC encounters
3) or all frames in INTRA (column 4). For both AVC solutions,some (minor) penalty when embedding the four versions in
four distinct streams are generated, corresponding todhe fa single bitstream. Beyond that example, it is also worth
spatial resolutions considered by the scenarios in Tallled. mentioning that the medium-grained scalable (MGS) version
two last solutions respectively built on SVC and AVC FMf SVC supports rather fine “on the fly” quality adaptation on
are detailed below. entire frame, based on a smart design of temporal prediction

In Table I, the bandwidth is defined in kbits/sample oloops, and on the frequency-based partitioning of enhasoém
kbits/sec depending on whether the scenario considers €@ggfficients. However, such MGS setting does not support
access to an individual frame or to a (several seconds) videither region of interest based transmission, neithetdaan
segment. As AVC is not supposed to provide spatio-tempotg@mporal or multi-resolution access to video.
random access capabilities, we assume that entire framves ha Second, it is possible to exploit the flexible macroblock
to be decoded to access the frame/video segment of intareg?ridering concept of MPEG-4 AVC to define a grid of block-
scenarios 3 and 4. Moreover, partial GOPs have to be decogbaped slices that can be accessed independently, thereby
to access a single and randomly selected frame with Avi@proving the spatially random access capabilities of A4C,
I+14P in scenario 4. Hence, depending on the position of tHe expense of some coding efficiehicZolumn 6 in Table II
frame to access in the GOP, a number of P frames haveptgsents the bandwidth requirements corresponding tatire f
be decoded in addition to the first Intra frame of the GOPNvisioned scenarios when the AVC 1+14P codec considers
This explains why the cost to access a sample in scenaridhdependent slices o4 x 64 pixels, thereby significantly
is higher for AVC 1+14P than for AVC I. improving the bandwidth requirement when random spatial

A careful analysis of the first four columns of Table I@ccess is required (for scenarios 3 and 4).
reveals that the INTRA nature of JPEG 2000 strongly pe- Bottom line, we conclude that, for a pre-defined set of
nalizes J2K compared to AVC (I+14P) when video segmer@§Cess scenarios characterized by a given set of targeted
have to be transmitted. It also reveals that J2K provides E#solutions or bit budgets, results equivalent or everhtlig
attractive solution when random Spatia| and/or tempomm better than the one obtained with J2K could be obtained
is desired (scenarios 1 and 3) or when a single frame hash MPEG-4 AVC or SVC standards for the fourth scenario,
be displayed (scenario 1 and 4). The lack of spatio(-tenipor®Y €ncoding high resolution frames in INTRA (to allow for
random access capabilities significantly penalize AvCetlasfandom temporal access) and based on a set of independent
solutions compared to J2K and CRB solutions in scenarigces. However, despite this observation, JPEG 2000eksse
3 and 4. Interestingly, we observe that our proposed cAHgfions still remain attractive due to their inherent finaiged
solution preserves the advantages of J2K, while smoothing §Mbedded nature, which gives them the ability to deal with
its main drawback. Specifically, CRB appears to be the Or1}|‘3§3terogeneous bandwidth constraints and Rol user requests
solution that is able to deal with all scenarios with a bamttivi With JPEG 2000 or the proposed replenishment framework,
of 200 kbps and a latency smaller than one second for scendfigre is no need to work with sophisticated decoder architec
4. This definitely demonstrates the relevance of our stuéifes. able to handle a discrete set of (embedded) versfons o
that, we should remind it, relies on the stationarity of th&e same content, encoded with a discrete set of distindityjua

scene background, and is thus specially suited to surme#la @nd resolution levels. With replenishment-based solstitime
contexts. client simply handles and decodes conventional JPEG 2000

and parity packets to browse arbitrary portions of the aunte
Before moving to the actual description of our CRB solun a progressive and fine grained manner, both in quality and
tion, it is worth making two comments about AVC-based Videfésohjtion_ Such progressivity is especia”y desired V\MN-
coding schemes. ing heterogeneous terminals, for which transmission nessu
First, the scalable extension of MPEG-4 AVC, namelgnd interest in the scene are defined by each individual user
SVC [10], enables the encoding of a high-quality videat transmission time.
bitstream that contains one or more subset bitstreams dimat ¢ ) i , i
themselves be decoded with a complexity and reconstructiorf® Summary of this comparison is presented in Table Ill.
quality similar to that achieved using MPEG-4 AVC with! N€re, we differentiate the "fixed scalability” and the "athae
the same quantity of data as in the subset bitstream. Hertealability”. By “adaptive scalability”, we refer to the ogmic
SVC prevents the multiplication of streams, but does nggia@ptation of transmitted content according to the require
fundamentally affect the conclusions drawn from Table HisT ments defined by gach mdw@qal client at transmission .t|.me
is illustrated by column 5 in Table Il. There we present J! contrast, the “fixed scalability” refers to the prepaati
SVC solution for which the first resolution has been encod@id exploitation of (embedded) codestreams(s) dedicated t
based on a | + 14 P GOP structure. For the second anddiscrete set of pre-defined transmission conditions. The

third resolutions, frames are predicted based on the high8@Piguous characterization of the SVC codec in Table Il
lower resolution and the previous frame. To improve randoffflects the fact that the compression efficiency and adaptiv

access capabilities, the last and finest resolution onljoésp 2For example, [11] considers a low resolution base layer esgtaglith

the lower resolution ‘?‘S a reference (and not i[he Previoygtion compensation, and a high resolution enhancement layeded in a
frame). We observe in Table Il that SVC achieves abosét of independent slices that are only predicted from trse teyer.



scalability of SVC depends on the envisioned scenarios and units that are not properly approximated at the receiver,
parametrization of the codec. More interestingly, based on neither based on the background estimate, nor based on

Table 1ll, we conclude that J2K and proposed replenishment-

the previous reconstructed frame. In our experiments, the

based methods outperforms other approaches in terms of background is estimated based on Gaussian mixtures that

“adaptive scalability”.

Compression Fixed Adaptive
Codec efficiency scalability scalability
AVC High Low Low
SVC and/or FMO || Medium-High High Low-Medium
J2K Low High High
Proposed CRB Medium High High
TABLE Il

SUMMARY OF CODECS COMPARISON FIXED SCALABILITY REFERS TO
THE FLEXIBILITY RESULTING FROM THE CREATION OF SEVERAL
EMBEDDED VERSIONS OF A COMPRESSED CONTENT IN A SINGLE

PRE-ENCODED CODESTREAM ADAPTIVE SCALABILITY REFERS TO THE

ADDITIONNAL FLEXIBILITY ARISING WHEN THE TRANSMITTED CONTENT
CAN BE ADAPTED ON-LINE TO ROl USER REQUIREMENTS AND CHANNEL
CONDITIONS.

collect the statistics of past image samples in specific
pixel locations, as described in Section V. When the
current background estimate sufficiently differs from the
reference background available at the client, the current
background is transmitted to the receiver, and the refer-
ence background is updated. The simulations presented
in Section VI demonstrate that this second reference sig-
nificantly decreases the required transmission resources
in case of stationary scene background, as encountered
in video surveillance contexts.

Third, as an additional original and crucial contribution,
our study also demonstrates that most of the computation
needed to take the replenishment decisions can be per-

formed off-line, without preventing the server to adapt
its replenishment (scheduling) decisions to the actual
transmission resources and semantic interest defined on-
line by a particular user during the browsing session. In
practice, all these pre-computed informations are gath-
ered in a file, namedRate-Distortion(RD) Index filein

the following. The above statement has important and
interesting practical consequences. In particular, itmea
that a single index file is pre-computed and exploited
to cover the multiple scenarios considered in Table II,
each scenario being considered as a particular interest
expressed by the user. It also means that our proposed
server naturally adapts to fluctuating and heterogeneous
bandwidth conditions.

Hence, the core of the paper mainly consists in explaining
and demonstrating how dedicated conditional replenistimen
mechanisms efficiently preserve the fine grained flexiblaneat
of JPEG 2000 to adapt streamed content to individual user
needs while saving some bit budget when serving survedlanc
video segments, thereby reaching the performance prekente
in the CRB column of Table II.

B. Proposed video server overview

As explained in the previous section, the purpose of our
paper is to explore how JPEG 2000 can support the efficient
transmission of video sequences. As a still image commessi The proposed video server is depicted in Figure 1. Thanks
standard, JPEG 2000 encodes the video frames independegdifthe information gathered in the pre-computed index file,
and does not exploit the potential temporal correlatiost®y  the server is able to schedule pre-encoded JPEG 2000 packets
between consecutive frames. The approach makes the acggssddress the needs and resources of each individual.client

to each individual image direct and flexible, but penaliz&sn-jine processing driving adaptive scheduling decisiamiy
the costs associated to the transmission of an entire Vid@glies minor computational cost.

sequence. To mitigate this drawback, we propose to adopt a
rate-distortion formalism so as to restrict the transmoissif
each image to the data units that bring a sufficient benefit per

:  SERVER CLIENTS (=
] >
unit of transmission cost. : e —
Our approach follows the conditional replenishment prin- RD Index i :
ciple [2] [3] in that only the parts of the current image that file : . L .
significantly differ from a reference maintained at the reee ;| Packet 7
are transmitted. However, our work extends the initial eepl 1 | scheduling =
ishment scheme in three major aspects, which correspond to| JPEG 2000 : T
the three novel contributions of our paper: content i “ﬂ
. First, it exploits the specificities of the JPEG 2000 ; (= Be X
standard in that, for a given bit budget, it balances the Offline ! Real-time e
processing H processing N

size (in terms of code-blocks) and the accuracy (in terms
of bit-planes) of the replenishment in a rate-distortion
optimal way. Fig. 1. Proposed video server architecture. Using a praitzed index, the

« Second, it proposes to maintain two reference imageggsver selects the optimal packets to transmit to each chesed on their

. individual needs and resources. Three types of clientsllastrated: a PDA
at the receiver. Next to the last reconstructed frame, §%nt with a low resolution and low bandwidth, a laptop ofievith a high

proposed in [3], our system maintains an estimate of thgndwidth and a third client focusing on two regions of iarfor which he
scene background as a second reference. Hence, for gaghpecting a high quality.
frame, the system only transmits the JPEG 2000 data



[1l. JPEG 2000CONDITIONAL REPLENISHEMENT Although they are coded independently, code-blocks are
In this section, we first review the JPEG 2000 standarpf)t identified explicitly within a JPEG 20.00 codestrgam.
Then, we explain how conditional replenishment is impIeDStead’ _the cod_e-blocks assomatgd to a given resoluten a
mented to transmit a JPEG 2000 frame in a rate-distorti ouped Interecincts based on their spatial location [4], [14]
optimal way, when a given reference is known to be availabl ence, a precinct corresp.o.nds to the parts of t.he JPEG 20.00

odestream that are specific to a given resolution and $patia

at the receiver. Finally, we define three methods for efficie i A f th litv | ina defined
streaming of a video segment based on JPEG 2000 pac gation. As a consequence of the qually layenng denine
above, a precinct can also be viewed as a hierarchy of

replenishment. These three schemes differ by their aliity )
exploit the background estimate as a replenishment refereRaCketseaCh packet collecting the parts of the codestream that

and to support the prioritized transmission of regions afges fr? rrespo_ndtto a gllv;e_n qual:jty am_(t)_ng a||_|| code-blocllistma@hl?h
that are of particular interest to the user. € precinct resolution and position. HeNce, packets age

basic access unit in the JPEG 2000 codestream.

A. JPEG 2000 image representation and codestream abstr

tion ¥~ Rate-distortion optimal replenishment of a JPEG 2000

frame

The JPEG 2000 standard describes images in terms Of. the'rl'he conditional replenishment framework originally intro

Quced in [2] and exploited more recently in multicast trans-

by conditional replenishment of JPEG 2000 coefficients Kissions [3] has to be adapted to JPEG 2000 features

related to the granularity of refreshment of those coeffitsie
Specifically, one needs to understand to which extent it isGiven a targeted transmission budget and a reference image
possible to define the resolution, the subband, the positiavailable at the receiver, we now explain how to select the
and the reconstruction accuracy of the coefficients that aHBEG 2000 packets of the current image codestream so as to
refreshed. That issue is directly related to the JPEG 200&ximize the reconstructed image quality. As the JPEG 2000
format, which can be summarized as follows. codestream consists in a set of precincts organized in a
) ._hierarchy of layers (see Section IlI-A), the problem cotssis
According to the JPEG 2000 standard, the subbands issyedjecting the indexes of the precincts to refresh and thei
from the wavelet transform are partitioned intode-blocks o, ity of refreshment, so as to maximize the reconstructed
that are coded independently [4] [5] [12]. Each code—bloc%]a"ty (or minimize the distortion) under the bit budgeneo

is ched into an embgdded b!tstream, i.e. into a stream tQﬂ'taint, knowing that non-refreshed precincts are apprated
provides a representation that is (close-to-)optimal @rtte- g0 on the wavelet coefficients of the reference image.
distortion sense when truncated to any desired length. To

achieve rate-distortion (RD) optimal scalability at theage To simplify notations, and without loss of generality, the
level, the embedded bitstream of each code-block is paréitli precincts are labeled by a single indexfo solve the problem
into a sequence of increments based on a set of truncatgffjciently, we assume an additive distortion metric, foriebh
points that correspond to the various rate-distortion eéradthe contribution provided by multiple precincts to the smti
offs [13] defined by a set of Lagrange multipliers. A Lagrangignage distortion is equal to the sum of the distortion coragut
multiplier ) translates a cost in bytes in terms of distortiorfor each individual precinct. We definé?(i) and d"¢/(i) to
It defines the relative importance of rate and distortiorve@i denote the distortion computed when thié precinct of the
A, the RD optimal truncation of a code-block bitstream is ohmage to transmit is approximated based ongitfirst layers
tained by truncating the embedded bitstream so as to mieimand based on the reference image, respectively. We als¢edeno
the Lagrangian cost functiofi(\) = D(R)+ AR, whereD(R) s%(i) to be the size in bytes of the first packets of the®"
denotes the distortion resulting from the truncatioritbytes. precinct andl" is the available bit budget.
Different Lagrange multipliers define different rate-digion The problem of RD optimal allocation of a bit budget across
trade-offs, which in turn result in different truncationips. a set of image blocks (precincts in our case) characteriged b
For each code-block, a decreasing sequence of Lagramgeiscrete set of RD trade-offs has been extensively studied
multipliers {)\,},~0 identifies an ordered set of truncatiorthe literature [15]-[17]. Under strict bit budget constiaj the
points that partition the code-block bitstream into a segee problem is hard and its solution relies on heuristic methmds
of incremental contributions [13]. Incremental contribns dynamic programming approaches [17] [18] [19]. In contrast
from the set of image code-blocks are then collected into sshen some relaxation of the rate constraint is allotyed
called quality layersQ,. The targeted rate-distortion tradedLagrangian optimization and convex-hull approximatiom ca
offs during the truncation are the same for all the code#sloc be considered to split the global optimization problem ire s
Consequently, for any quality layer indéxthe contributions of simple block-based local decision problems [15], [16}eT
provided by layersQ; through Q, constitute a rate-distortion convex-hull approximation consists in restricting thegisie
optimal representation of the entire image. It thus prawvidéransmission options for each block (or precinct) to the RD
distortion scalability at the image level. Resolution abdllty
and spatial random access to the image result from the f?catThis_ is the case in a streaming context since buffers absorb ntaryeate

. . o luctuations. Hence, the bits that are saved (overspenthercurrent frame
that each code-block is associated to a specific subband EBFE;]

- ) A lightly increment (decrement) the budget allocatedissequent frames,
to a limited spatial region. without really impairing the global performance of the commatimn.



We now introduce the three replenishment methods consid-
ered in the simulation results presented in Section VI. They
> @ Layer 1 (s',d) ® J2K truncation are denoted and q_ezflned as fol!ows:
Reference d™(i) The CR - Conditional Replenishment — method follows the
Sveo @ Layer2 (s, ) X Reference conventional replenishment mechanism originally intrceh
~ -~ . .
N © Global Convex Hull in and adapted to the wavelet domain. The reference
RETON Global C 3 d adapted to th let d Th f
e Sy B i . . . . .
s Ss@ler3 s do) RD pointa image is the previously reconstructed image, and the MSE is
3] = N Initial J2K : : :
5 Layer 4 (%6, d'0) Convex Hull conS|d_ered to measure the d|stort|onl.. Formally, when ttesta
q > New Global replenishment of precinat occurredk; frames earlier thar
il U R— ™ Comon Hul with ¢/, the reference distortiod; “/ (i) for precincti at timet
Use previous Refresh with... . ki q1 i . . )
frame loper® g is equal tod,*** (). Here, all distortion metrics are computed

based on the Square Error (SE) of wavelet coefficients, so
Fig. 2. Rate-Distortion points for a given precinct. The figpresents both @S to approximate the reconstructed image square error [13]
the Setdof;lD pgi?]ts Cgérespolngigg to the JPEG 2(?_00 Cod?mCa_t_ion Formally, let B; denote the set of code-blocks associated to
points @otg, and the additional point corresponding to the approtiona P A . )
of the precinct by the reference imagergsy. The set of RD trade-offs p.recmc.tz, and letc, [n} andé;, [n] ,reSpeCtlvely depote the two
provided by the JPEG 2000 codestream lie on a convex-hulriokel trade- dimensional sequences of original and approximated subban
off authorized by the reference image lie on the distortiors #& = 0). samples in code-block € B;. The distortiond(:) associated
Global convex-hull (circles) has to be considered for RDiropt allocation to the approximation of theth precinct byé, [n} coefficients

at image level. . :
is then defined by

N 2 - _ 2
points sustaining the lower convex hull of the available RD d(i) = bgl; Yo Z;)(Cb[n] c[n]) @
points of the block. In our case, this corresponds to the P me _ _
computation, for each precinct, of the convex-hull sustajn wherew, denotes the L2-norm of the wavelet basis functions
both the JPEG 2000 and the reference RD points, as depici@d the subbando to which code-blockb belongs [13].
in Figure 2. Equation (1) is adopted to computé™(i) and d;*’ (i) for
Hence, given a bit-budget and the set of accessible convél-i, k, ¢ andt.

hull RD points for each precinct, overall RD optimality is The CRB — Conditional Replenishment with Background —
achieved at the image level by transmitting the packetseeorinethod is novel and proposes to consider both the previous
sponding to the convex-hull RD points selected in decrepsifinage and the estimated background as possible referemrces f
order of benefit per unit of rate, up to exhaustion of thgach precinct. In practice, for a given precinct, the imdmge t
transmission budget [15]. The approach is detailed in [2®. pest approximates the precinct is selected as the refefence
equivalent in principle to the one defined in [14], but acdsunthat specific precinct. Hence, lettirbg(i) to denote the distor-
for the availability of a reference image by pre-computinfion obtained when approximating thi# precinct of framet
for each precinct the convex-hull sustaining all accessRD pased on the latest version of the background, the reference
points. o o distortion is now defined by}’ (i) = min[d*"% (i), b ()]

The solution is RD optimal in the sense that, for &g tor the CR method, the distortion measures the SE of

achieved bit-budget, it is not possible to attain a lower regayelet coefficients. Our simulations demonstrate that CRB
constructed image distortion based on different refresme;iynificantly outperforms CR in the surveillance scenario.
decisions. This is because, by construction, it is not jpbssi - . _ _

to find a non-transmitted packet that provides a larger gain p  The CROI — Conditional Replenishment with Regions of

unit of rate than the gain provided by a transmitted packet.Interest — follows the mechanism introduced by CRB, but
defines the distortion based on a weighted SE of wavelet

coefficients, so as to take into account the knowledge theser
may have about the semantic significance of approximation
Brrors. We assume that the information about the semantic
IPglevance of approximation errors is provided at the picin
level based on user feedback or on some kind of automatic
rb‘?e—analysis of the scene. We define the semantically wesight
distortion to bedr,r (i) = we(i)d: (i), wherew, (i) denotes

In a video streaming context, we consider the transmissitie semantic weight assigned to tifé precinct at timet.
of framet, and denoteslf’q(z') to be the distortion measuredFrom a functional point of view, the CROI approach provides
when approximating the!” precinct of framet, based on a mechanism to take the user needs and interest into account
the ¢ first layers of the corresponding precinct in framéo define replenishment decisions. It is worth noting that th
(t — k). In particular, the replenishment of precincat time convex-hull analysis performed on non-weighted distosio
t with ¢ layers is denoted by} (i) = d?’q(z’). In absence of (see Section IlI-B) remains valid, as long as the weighting
replenishment, the reference distortion for precinat timet affects in a similar way all the packets of a precinct, which
is denoteoklfef(i). The size in bytes of the firgt JPEG 2000 is the case if weights are defined at the precinct level. Hence
packets of precinct of framet is noteds{ (i), for eachq € Q. the complexity of CROI is equivalent to the one of CRB,

C. Video segment replenishment methods
In this section, we introduce three different replenishime

algorithm defined in Section 1lI-B, but differ in the refemn
they use for replenishment, or in the way they compute t
distortion associated to a precinct.



independently of the interest (weights) defined by the usée streaming session to adapt the replenishment decigions
This is a key difference with most earlier contributionstthaach individual client. The process is illustrated in Fay,
have considered semantically meaningful weighted distort which can be described as follows.
metrics in the past, e.g. in [21]. Most earlier contribuson The scene background is estimated based on the orig-
exploit those metrics either before or during the encodirigal video content, typically based on Gaussian mixtures,
step. In contrast, our work supports the posterior defimitb as detailed in Section V. Each background estimate that is
semantics weights, at transmission time for each clieatethy transmitted to the client is then JPEG 2000 encoded, and used
allowing to serve multiple clients, with different semantito compute the distortion valuég(:). Distortion valuesiy(z),
interests, based on a single JPEG 2000 codestream, afs denotediY?(i), and s?(i) values are directly computed
without any significant complexity increase. based on JPEG 2000 encoding of each individual frame of
the original video. In contrast, the computation of te? (i)
IV. SERVING MULTIPLE HETEROGENEOUS CLIENTSINDEX values, for allk > 0, implies a significantly larger effort, both
FILE DEFINITION in terms of computation and memory resources. To mitigate

In this section, we consider the practical deployment &fis effort, we propose to use the following approximation:
the replenishment system described in Section lll, to serve k-1
a large number of heterogeneous 'clients wh@le pregerving an dpi(i) = d9 (i) + Zdtlj?[naz () 2)
acceptable computational complexity. The objective isttwu =0
support low cost adaptation to user requests and resources.
When the server has to cope with a large number of clients,
possibly accessing distinct streams, the real-time catlicul A

of the d/(i) and d;*/ (i) values of interest becomes compu- . o o
tationally intractable. In order to decrease this compyexi Aoy () d Mm@ dom(i)
we propose to separate the process in two phases. During Y Y
an off-line phase, the server performs once and for all most 4 ) ® ® ,/.
of the computationally expensive operations, and stores th e ® O O O
results in an index. This index is then exploited for on-line ) dk,q(i)
. . [
adaptive scheduling of packets, based on the actual resurc 3 ) O B O O
and interest of a particular client. 2
E @ ¢« O O O
(o
H
o \ \ \ \ -
J2K Background - t-1 t
Backgnd
estimation PWT ) ey v Frames
v
SE Distor RDIndexFile|  rig 4. Path used to approximate the distortion of the previaterences,
oaoiras by(i) compared to the optimal path (dashed arrow). This approximatgnificantly

decreases the pre-processing complexity and storage eewgrits, without
significantly impairing the streaming performance.

owt e e LA
In this equation,d"% (i) denotes the distortion resulting
12K (RD) g[rj‘(“l_g’)%“(’) from approximating the*" precinct of frame(t — k) based
> Eg;[;g; on ¢ layers, with0 < g < ¢n... The second term accounts
J2K for the fact that we are interested in the distortion meakure
Packets | when approximating thé” precinct of framet based on the
first ¢ layers in frame(t — k). Therefore, we have to estimate
Fig. 3. Off-line operations leading to the creation of the Rex file at how well theit" precinct of frame(t — k;) approximates the
the server. corresponding precinct in framte By assuming that the errors
on precinct coefficients are zero mean, we can interpret the
Based on the conditional replenishment concepts preseng distortion as a measure of the variance of the random
in Section I, the information that is needed by the servefriable associated to errors. In addition, if we admit that
to take optimal scheduling decisions is strictly limited t@rrors between consecutive pairs of frames are independent
the measures of JPEG 2000 packet sizes and both typesheih we can simply estimate the SE between ttfe and
distortionsd;™?(i) and b, (). This information only depends (¢ — k) frames based on the sum of the SE measured
on the input signal, and not on earlier and user-dependgjitween all pairs of consecutive frames betwgenk) andk,
replenishment decisions. Hence, they can be computed @ffiding in the second term of Equation 2. The approximation
line*, and stored in an index file that will then be used duringrocess is illustrated by Figure 4, which depicts the hamar
g . . of layers associated to frames indexed frono ¢ — k. We
Off-line means here that computations are performed indepdiydef

k,q /- .
the actual semantic weights; (i) or transmission resources experienced b?bser\_/e that amdt_ (1) can be approxmated based on a
a particular user. distortion computation path that only relies Qﬂ(’q(i) and




d%;q"“”' (7) values, which significantly reduces the amount of
values to compute and store in the index file, compared t
d%? (i), where X andY variables take all possible values, 100}
and0 < Q < ¢maz-

We will see in the next section that this approximation doe:
not have a significant impact on the system performances. 1
estimate the complexity, we defirfg to be the depth of the
index file. In other words/,; defines the number of previous
frames considered for the calculation of the previous esfee
distortion. Henced!*?(i) is computed for allk < I, which
shows that the complexity increases linearly with the inde»
depth I; for the optimal algorithm. By using the approxi-
mation, we make the number of calculations independent ¢ 200}
the value ofl;, and turn theO(I; * gma.) COmplexity into ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
O(1g + gmaz)- 7 4 6 10 12 14 16 18 20

The gain is further illustrated in Figure 5, which plots index depth
the memory and computational complexity requirements for (a)
three different implementations of our proposed replemisht
framework within a video server. The sequence considered 1 S
plot this figure is theSpeedwayCIF sequence. Details regard- 7 S |
ing this sequence and the compression parameters corgside | o °
are provided in Section VI.

The Optimal Onlinestrategy computes the reference distor-
tion required for the rate allocation of each individual use
at transmission time, knowing the exact scheduling histdry
the user. TheOptimal Offline strategy computes and stores
all possible reference distortions off-line, without arppeox-
imation, by anticipating all the precinct references resgl
from possible earlier transmission strategies. Hreposed
approximationsstrategy only pre-computes the distortion re-
sulting from the approximation of a precinct based on its
previous correspondence, encoded at the highest qual#i; le e s 10 12 u 1 1 20
i.e. it only computesd, ?"*(i) for all i and t. It then Number of clients
uses Equation 2 to estimate the missing reference distertio ®)
d¥9(i), with k # 1 and ¢ # gmae-

In Figure 5(a), the memory requirements are determing 5 comparison of (a) memory and (b) computational resotfcuetree
by summing the number of bytes required to store eadlfferentimplementations of the proposed replenishment fresrie Memory
JPEG 2000 packet rate and distortion. For @gimal Offline is depicted as a function pf the index degth while compl_JtationaI resources

. . . . are presented as a function of the number of server clients.
solution, the distortion of all possible references musbal
be stored, while this information is calculated on the fly for
the Optimal Onlineand approximated for the third method compared to the offline operations. This is reflected by gearl
The number of JPEG 2000 packets in a frame, which direciiyizontal curves for these strategies in Figure 5(b).
influences the memory requirements, is determined by the
sequence compression parametefss expected, we observe
that the memory required by th®ptimal Offline strategy
increases linearly with;, while it remains constant for the The goal of the background estimation process is to create
other strategies. the additional reference frames for the replenishment rieodu

In Figure 5(b) the server complexity is measured in ternfgach bgckground pixe_l is estimated on a sliding Wipdow, thase
of the numbers of arithmetic operations required for th" @ mixture of Gaussians model [22] [23] [24]. This approach
computation of the distortionZ, is set to 10. We observe @utomatically supports backgrounds characterized byipheilt
that the complexity of theptimal Onlinestrategy increases States, like blinking lights, grass and trees moving in the
significantly with the number of users, since the computatidVind, acquisition noise, etc. Furthermore, it naturallyafes
are performed independently for each client. For the othE}e Packground model -in an unsupervised manner- when the
strategies, most operations are performed offline, and tHfgene conditions are changing. _ .
additional required online operations appear to be inigmit ~ Figure 6 shows the mixture of Gaussians model for a pixel

at some given time. Computation of that model is based on

5The number of JPEG 2000 packets in a single tiled frame comeispm the z_:\ggre_gatipn of all I_uminance values qbserved for_ Fhat
the product of the number of resolutions, layers, precinats @mponents.  Specific pixel in the previous frames belonging to the stidin
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V. BACKGROUND ESTIMATION



Eegzz:kqmund 4 AVC and SVC at similar bitrates. We then illustrate how
—— Foresround  th€ transmission of a video segment can be adapted to favor
semantically relevant areas of the content. In practiceseh
regions of interest can be defined either automaticallydase
scene analysis mechanisms, or interactively by each uhatVi
user. The remarkable feature of our system lies in the fact
that the adaptation of forwarded content to user needs and
resources is performed at low computational cost by thedsche
uler, without the need to generate and manipulate multiple
encoded versions of the same content. Finally, we briefly
Fig. 6. Statistical modeling of a background pixel using ¢htaussians. consider the behavior of our proposed scheme in presence of

Multiple Gaussians aggregate the pixel luminance valuesreed in a sliding transmission errors.
window.

Background Gaussians

Probability

Foreground Gaussian

A

[ T I ]

Luminance
>

Our approach has been tested exhaustively, but we present

. . . the results orSpeedwaynd CAVIARvideo sequences. Those
window. The model is updated as follows, each time a novgbquences correspond to CIF video-surveillance sequence,
luminance value is observed for the pixel. The novel lumagan capntured with a fixed camera at 25 fps, and are available on the
observation is compared to the current mixture. The pixel \§cAaM and CAVIAR projects websites [1], [25]. Regarding
assigned to one of the Gaussians if the distance between {{}¢ JpEG 2000 compression parameters, each sequence has
its luminance and the Gaussian mean is lower than a giVg8en encoded with four quality layers (corresponding to-com
threshold, chosen to be proportional to the Gaussian gfandﬁression ratios of 2.7, 13.5, 37 and 76) and with three code-
deviation -typically1.6 times the standard deviation. If thepgcks per precinct (one in each subband). Precinct sizes ha
pixel belongs to one of the most probable Gaussians, thgen set to 64x64, 32x32, and 16x16 for the four remaining
pixel is classified as background and the relevant Gaussigfest resolutions. In all simulations, the reference yasknd
parameters, i.e. mean, variance, and frequency, are updafe 50 kbytes) is sent only once at the beginning of the
Otherwise, the pixel is classified as foreground and the pgansmission because it remains sufficiently constantnguri

rameters of the associated Gaussian are updated accorgigek seconds corresponding to the whole sequence duration.
to this additional luminance value. At the beginning of the

process, a new Gaussian is initialized each time a pixel

is classified as foreground until the pre-defined maximuf Bandwidth usage efficiency
number of Gaussians is reached. The maximum number of

Gaussians is a parameter that should theoretically be ediaf
to the number of different states a pixel of the backgrourd ¢
have according to the different noises (acquisition, \ibres,
etc.). In practice three Gaussians per mixture perform imell
most indoor and outdoor conditions.

At any time, the background can thus be estimated bas
on the mean of the most probable Gaussian for each pix
In our replenishment system, those background frames
used to update the reference background at the client wt
major background changes are detected. Note that at
very beginning of the sequence, typically during the first

PSNR (dB)

seconds, the background estimate is unstable since theenun = S

of samples to model each Gaussian is very small. In order | =« T AVC (P-15)
avoid prohibitive background updates during this period ar 2 TR RS rommaton
because our system deals with pre-encoded content, tiad ini  “% 7 [—=—sve |
background reference available from the beginning of tt ™ “ . ototo tepey e e 0

sequences is the stable estimate obtained after a few secona

of Gaussian mixture processing. In a real-time transmissigig. 7. Rate distortion curves of the proposed algorithms eoetbwith MJ2,
context, the first frame would be considered as being the b&%f and SVC MGS for theSpeedwayequence. Frame rates and encoding
reference until the Gaussian mixtures can be consideredPagmeters are defined in the text.

stable. . . .
Figures 7 and 8 present the rate distortion curves of the

proposed CRB system for tt8peedwapnd CAVIARsequence

VI. EXPERIMENTAL VALIDATION respectively. We will focus on the latter one for the follogi
In this section, we first analyze the performances of thanalysis. Two curves correspond to CRB: the optimal algo-
proposed replenishment method when serving a single prighm and the suboptimal algorithm using the approximation
encoded content at multiple rates. For comparison purposesscribed in Section IV. The system is compared to MJ2,
we provide the compression performance achieved by MPECGR, and SVC which respectively correspond to independent
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51 T T

e given the increased flexibility offered by a JPEG 2000-based
“r 1 low complexity server (see Section II-A). At 250 kbps, CRB

“r 1 PSNRis 13 dB above AVC IP-1, and comparable to SVC and
AVC IP-15.

Surprisingly, we observe that the CRB curve is flatter than
the AVC, SVC and MJ2 curves. This relative slower increases
of quality with the bitrate does not reflect any sub-optityali
regarding the way CRB uses the available bit budget. Rather,
it can be understood by considering the relatively small
increment of quality provided by the precinct that switch
from a reference-based approximation to an INTRA refresh

PSNR (dB)

ol A e w2 || replenishment option when the available bitbudget in@eas
A // _v aet=s 1 At low bitrates, those precincts were approximated based on
& - T e aeman| | the reference, at zero transmission cost. As a consequence,
251 A _ —8—sve M . .
= = - L = e = =o When they switch to an INTRA refresh replenishment mode,
Bitrate (p) the increment in rate has to be compared to zero, while the

Fig. 8. Rate distortion curves of the proposed algorithms et with increment in quality is computed with respect to the refeeen

MJ2, AVC and SVC MGS for th€aviar sequence. Frame rates and encodingPProximation, and not to the signal reconstructed in atsen
parameters are defined in the text. of any reference. In contrast, for MJ2, AVC and SVC schemes,

an increment of quality always results from the refinement
of already partially transmitted coefficients (finer quaation

transmission of JPEG 2000 frames, to conventional congiith AVC and SVC or additional layer with MJ2), and not
tional replenishment (i.e. without background refererae)l to the complete transmission of the information needed to
to the scalable extension of MPEG-4 AVC. For completenessyitch from a reference-based approximation to an actual
the graph also plots MPEG-4 AVC with two different Intraransmission of JPEG 2000 coefficients.
Periods (IP). It is worth noting however that AVC relies Another way to apprehend the relative flatness of the CRB
on distinct encoded versions to address each target bitraigrve compared to MJ2, SVC or AVC consists in considering
while JPEG 2000 and SVC based solutions address multigi@ evolution of quality when going from high to low bitrates
rate constraints based on a single pre-encoded codestreamextremely high bitrates, MJ2 and CRB provide the same
Regarding the rate control, the bit-rate has been uniformdyiality (not depicted on the graphs). When the available bit-
distributed on all frames for JPEG 2000-based methods. Wiihdget decreases, our CRB method manages to better preserve
AVC, we have adapted the quantization parameters to reagulity than J2K, by relying on the background approxinTatio
the expected bit-rates. The SVC solution is characterized {9 save some bit budget (that can then be allocated to INTRA
a GOP of 16 frames with medium-grain SNR scalable layefsfreshed areas). Hence, the CRB curve drops more slowly
(MGS). than the MJ2 curve when going from high to low bit rates,

Unsurprisingly, MJ2 appears to be the worst scheme froimereby explaining the flatter trend of the CRB curve comgare
a compression efficiency point of view. At very low bitratesto MJ2, and in turns to AVC and SVC.
the CR method improves MJ2 by 15 dBs and CRB further
improves CR by more than 5 dBs. The difference between
CR and CRB tends to decrease with the bitrate. This 1S

because at high bitrates, INTRA refresh can be perform " and CRB methods at 250 kbps. We observe that at very

with high quality, i.e. based on a large number of qualit . . .
layers. As a result, the quality provided by the backgrou g bltratfes, CR considerably improves the MJ2 method, but
{gl remains blurry compared to CRB.

approximation is not good enough compared to the accurd
reconstruction quality offered by the INTRA refresh option
so that the background replenishment option is not selectdd Semantically weighted adaptive streaming
anymore. Hence, the relative gain brought by the backgroundwe now consider two scenarios for which the server adapts
approximation decreases as available bitbudget increases its packet scheduling decisions to the specific interest ex-
In Figures 7 and 8, we also observe that the suboptimaessed by the client about the scene content. In both soenar
CRB approximation behaves very similarly to the optimahoving objects are considered to be more important than
algorithm. At 200 kbps, the difference is smaller than 0.5 dBhe scene background. In the first scenario, this knowledge
and decreases as the target bitrate increases. Thisdtlesstris used to prioritize the refresh of moving objects. In the
that the approximations described in Section IV to implet@en second scenario, the same knowledge is exploited to netigat
computationally efficient video server do not alter sigrifity the impact of a noisy content acquisition process on the
the proposed system. replenishment decisions. Bottom line, both scenariostiiaie
Compared to MPEG-4 AVC and SVC, which do not offer atthe flexibility of the proposed CRB method, and its ability to
independent access to each frame nor the possibility toelefintegrate individual user needs at transmission time, ase
Rol at transmission time, CRB results are very convincing, single JPEG 2000 pre-encoded codestream.

To figure out what the RD curves plotted in the two previous
ures mean from a perceptual point of view, Figure 9 present
apshots of th8peedwagequence compressed with the MJ2,
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Original zones that are more often refreshed. This trend gets reidor
by the CROI method, which rapidly maximizes the Rol quality
but maintains constant background quality. This is exgldin
by the fact that the non-ROIl areas are never refreshed by
CROI, and are only defined using the background reference
transmitted at the same high quality for all bitrdte$he
CRB method behaves like CR at high bit rates, but offers a
higher non-Rol quality at low bit rates, since the backgbun
reference can be used to increase non-Rol quality.

2) Noisy sequenceln this paragraph, we consider a noisy
version of theSpeedwagequence to further illustrate the flexi-
bility of our proposed streaming server. Specifically, wevgh
that our proposed method naturally support the exploitatio
of a priori knowledge about the relevance of approximation
errors in the scene. In the scenario considered here, we have
added white Gaussian noise with a standard deviation of 10
to the Speedwaysequence. The noise simulates the effect of
adverse surveillance conditions: noisy camera acquisibad
weather, presence of traffic lights or moving objects (trees
...). The noise causes luminance changes in the background
Fig. 9. MJ2, CR, and CRB methods for the 10th frame of $meedway regions, but these changes are not relevant with respebeto t
sequence transmitted at 250 kbps, 25 fps and in CIF format. surveillance purpose of the application and should nogérig

replenishment mechanisms. Hence, the approximation error

1) Rol-based st inal id il toxt observed on background areas should be neglected compared
) Rol-based streamingin a video surveillance contex 'to errors measured in the foreground moving areas. In our

Regions of Interest are generally defined to be mobile O@*jecéimulation, this is simply done by using the CROI method,

possibly matchlngb pr:e-Qeflned featuresl (e.g. SIz€, pmﬁ!t'%ith distinct weights assigned to foreground and backgdoun
;erzt:sr)e ’ Inetgﬁ)r girmuleatf(l)\gor\f/itrgigf Iops?lca)fe ::;?2;‘3 ;S;Gh';tprecincts. Indeeq, one c;harac;teristic of the segmentatigo: _
. T ot g o < rithm presented in Section V is that the background Gaussian
considered that the user is interested in the moving vehic idths are automatically adapted to the sequence noiséhée
of the Speedwagequence, so that the Rol segmentation ma ussians have a higher standard deviation in noisy segsienc

is simply derived from the background estimation mOdUI‘?han sequences with a lower noise. This feature prevents

which inherently _partitions the cur_rent image in_to movingne pixels of the background to be considered as foreground
foreground and still background regions (see Section VleNOpixels, even in case of strong noise, which in turns guaeante

that any °th‘?r Rol d_ef|n|t|on_ could be enV|_S|0ned, mcludmg that the Rol replenishment prioritization allocates traizsion
Rol defined interactively during the streaming processs Téi resources to the objects moving in the scene, and not to the

because, as explained in Section Ill-C, the encoding psoces,  rejevant variations of background caused by the noise.
is totally independent of the Rol definition. - ~ Moreover, the background estimation process filters the
To maximize the impact of Rol prioritarization, the semannSequence temporally and provides a denoised version of the
weightsw(i) are set to one (zero) for precincts that belong tBackground. Thus, we expect the CROI method to offer
the Rol (non-Rol) are&sThe strategy is aggressive but defineg denoised, and perceptually more pleasant version of the
a limit case that allows to get a clear idea about the potentig,gence at the client side. This is confirmed visually, and
benefit to draw from a semantic weighting of distortion. jystrated in Figure 11 where the original sequence is iake
_Figure 10 presents the PSNR of Rol and non-Rol reg yeference to compute the PSNR values obtained when
gions of Speedwayfor several JPEG 2000-based streamingansmitting the original and noisy sequences based on the
methods. We observe that, for the MJ2 method, the NOBRo|, CRB and AVC methods, respectively. The left part
Rol quality is always higher than the Rol because most gf the figure focuses on thRol. In normal conditions, all
these background regions, like the road and the sky, are vgiyhsmitted bits of the CROI method are dedicated to the
efficiently compressed. Indeed, since these regions ate Qo which explains the higher performances of this method
predictable, the JPEG 2000 entropy coder easily reduces fgpared to CRB, and even to AVC for sufficiently large rates.
number of bits used to code them compared to regions with noisy conditions, the Rol quality of all methods sharply
a lower predictability. The Rol contains the cars that aigcreases since it is computed with respect to the original
characterized by a large amount of details, which are leggqyence, while all codecs attempt to describe the noise. Th
efficiently compressed. Compared to MJ2, the CR meth%ht part of the figure represents then-Rol quality. In

offers a higher quality for the Rols, which correspond to thgyrmal conditions, AVC outperforms CRB and CROI. In more

SHere, we consider that a precinct belongs to the Rol if attl&&6 of “Note that in our simulation, once the Rol reaches its maximalitgua
its supporting pixels are labeled as Rol pixels. The supmpmixels of a CROI does not transmit additional data to improve the non-Rgion, even
precinct are obtained by dyadic upsampling of the precinbband support. if some bit-budget is available.
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Fig. 10. Rol and non-Rol quality as a function of the totahsmaission rate for the CR, CROI, CRB and MJ2 methdsisegdwagequence).

details, the CROI method minimizes the rate allocated te notonsidering the CROI encoding scheme. In short, Rol noise is
Rol regions, thereby preventing the non-Rol quality to@ase coded accurately while a denoised filtered background id use
with the bit budget. In contrast, CRB progressively refessh as the reference for the non-Rol, resulting in a non-Rolalign
the non-Rol regions as the global (Rol + non-Rol) availablghich is closer to the original.

rate increases, providing a higher overall non-Rol quality

noisy conditions, we observe that CROI outperforms botb. Error resilience capabilities

CRB and AVC. Since the non-Rol regions are modified by The conditional replenishment transmission framework is
the noise at each framg,_the CRB (AVC) methqd r(_ag“I""rbharacterized by the fact that the refreshed information is
refreshes (corrects prediction errors for) those regiovanly ransmitted in INTRA, without any reference to the past.
to render noise effects, which ends up in decreasing thém“a[-ience, it naturally provides some resilience to transmissi
compared to the original signal. On the contrary, since thg,q s "since an error only remains perceptible until thet ne
CROI method knows a priori that most of the changes afrec’“'%%ccessful refresh. Unfortunately, this assertion alsanse
the background are due to noise, it concentrates the rébeshy, »; 4reas that are rarely refreshed become more sensitive t
Rol regions gr!d almogt never refreshes the 'non—RoI r€810H3nsmission errors than other regions. In order to prepent
theret.)y. prowdmg a h|gher background quality Compareda[fstent errors when transmitting video in noisy environtagn
the or_|g|nal (without noise) sequence. The same_argumeut particular attention should thus be devoted to those megio
exp|a|r_15_ why the non-Rol q_uahty -measured with respect {Rat become temporally stable after a period during which
the original sequence- is higher than the Rol quality Wh%ﬂey were significantly changing. Indeed, for those regions
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oo soon as one of its bits becomes erroneous. The figure compares

—©— CROINaisy three scheduling methods. The first one is the conventional
/1~ o~ cre noisy replenishment methodCR). The second one, denote@R
o Ave el Robust ] knows the channel BER and takes it into account

45

to schedule JPEG 2000 packets. Specifically, it uses a first
order approximation to compute the reference distortionl, a
accounts for the packet loss probability to compute the fitene
expected from JPEG 2000 packets transmissions. The third
) one, denotedCR Robust || extends the previous method by
o] adding a simple heuristic to improve the robustness ofcatliti

40

PSNR (dB)

35

30

s T refresh.
e R o o o
L—"">"=-" Tt it < S
25 /ﬁ IR
38 ‘
20— ‘ ‘ ‘ ‘ ‘ ‘ ‘ CR
400 600 800 1000 1200 1400 1600 1800 2000 — 8 — CR Robust |
Bit rate (kbps) 375k —©— CR Robust II | |
Rol
48 T T 37F
CROI original
46 H —©— CROI Noisy =
— — — CRB original kc)
4477676RBnqis‘y x 36.5
AVC original %
O - AVC noisy o
42
361
40
@
3337 -
z e o= 355+ 3
o 36F - o
——e———e—
34+ N I < e 35 L L L L
e 0 0.2 0.4 0.6 0.8 1
ol e BER (x 107%) x10™
30+ b . . .
o o} o o o o Fig. 12. Comparison of three replenishment methods as a funofidghe
28} 1 channel bit error rate for th&peedwaysequence at 500 kbps. Transmitted
200 600 800 1000 1200 1400 1600 1800 2000 JPEG 2000 packet are considered as lost as soon as one dfitadiecomes
Bit rate (kbps) erroneous. The three methods are described in the text.

Non — Rol . . . .
on ¢ Formally, according to the notations introduced in Sec-

Fig. 11. Rol and non-Rol quality for the CROI, CRB, and AvC muta in  tion 1II-C, (K7, ¢¢) and (k;_,.,q; ;) denote the index and
normal and noisy conditionsSpeedwaygequence). In all cases, the PSNR igjuality level associated to the two latest refreshment ef th
caleulated using the original (non noisy) sequence asenter it" precinct. Those refreshments occurred respectively & tim
(t — k) and (t — ki — k;’_k;;). Here, to simplify notations,
we omit the precinct and time indexes fbrand ¢, and just

if the last refreshment before a stable period is lost, then tyse (k,,¢,) and (k2,q2), With ky = ki ky = ki + kL
resulting reconstruction error affects the whole stableopge 1, denote the instants and quality levels associated to the
with dramatic perceptual impact. two latest refreshments of precinét Hence,d" ' (i) and

In this section, we propose a preliminary analysis of the™%(;) denote the distortion measured when approximating
replenishment system performances in a noisy environmeRg i precinct at timet either based on the last or last but
and propose simple methods to validate our intuition. Thehe refreshment. If we denojg the probability that the last
problem formalization should be done in a rate distortiofefreshment of precinatat timet has been lost, the first order
framework, similarly to what we have done in [26] for theapproximation of the reference distortion can be computed a
resilient transmission of JPEG 2000 codestreams, and-incgl®/ (i) = (1 —p,) "% (i) + p d*>% (3). It corresponds to a
porate temporal considerations related to the variabilitthe first order approximation since it ignores the fact that thet |
temporal impact of errors in our replenishment frameworlut one refreshment might also be lost. Similarly, the benefi
The optimization of the replenishment scheduling taking inexpected from the refreshment of thé precinct at timet
account this variability is beyond the scope of this papefan be estimated based on the knowledge of the channel BER.
However, we provide an illustrative example based on an-adamose refinements of the expected distortions are implesdent
tive scheduling and a heuristic protection which retratsmipy the CR Robust Imethod. However, they are unable to
important refresh. prevent the appearance of persistent errors in regions that

To validate our intuition, Figure 12 considers an errolecome stable, e.g. after a moving object discloses a still
prone channel characterized by independent and identicdlackground. This is becaugg is typically small, making
distributed (iid) bit errors, and assumes that a packetssde p; de (7) insignificant compared to changing areas in the



frame. To circumvent this drawback, we propose a simple]
heuristic to identify the regions that are expected to remai
stable for some time after significant changes, and force ah
additional refreshment for them, so as to ensure with a hig
probability that they will be correctly received at the dlie

In practice, this is done by setting“’ (i) to d¥2'%2(i) for the 71
regions for whichi>*% (i) > d¥% (i), which are regions that
appear to be significantly changing befote §) and stable at
time (t—k1). The curveCR Robust lin Figure 12 implements
that heuristic. Unsurprisingly, we observe that it sigmifity
improves the resilience of the conditional framework teskss
We conclude after this preliminary analysis that an adaptat [10]
of the scheduling algorithm should enable the replenisimen
framework to efficiently support error-prone channels. (11]

(8]

&l

VII. CONCLUSIONS [12]

This paper considers remote interactive browsing of
JPEG 2000 content captured by still cameras. Rather thasy
transmitting each frame independently to the clients as it
is generally done in the literature for JPEG 2000 baseg),
systems, our proposed streaming server adopts a conditiona
replenishment scheme to exploit the temporal correlatibn o

) i oo [15]
the video sequence. As a first contribution, we propose‘a
rate-distortion optimal strategy to select the most profiga
packets to transmit. As a second contribution, we provid]
the client with two references, the previous reconstructed
frame and an estimation of the current scene background|
calculated at the server side, which significantly improves
the transmission system rate-distortion performances.aAs[lg]
third and significant outcome, we describe a post-compBssi
rate allocation mechanism, which enables the server totadggl
in real-time the content forwarded to heterogeneous -b
in terms of resources and interest- clients using a single
pre-compressed version of the sequence. An index is pre-
calculated offline to reduce the computational load at t
server while scheduling the packets according to the nesdis a
resources of each individual client. Extensive simulatibave
revealed that the proposed system significantly outpeﬁforr@2
both naive independent transmission of consecutive frames
and conventional replenishment mechanisms. At 500 kbps, tf213]
distortion of the proposed method for tIBAVIAR sequence
is 16 dB above MJ2, 10 dB above INTRA AVC and 2.5 dB
below AVC with an Intra Period of 15. These results encouradfél
the development of integrated and entirely JPEG 2000-based
storage and transmission video surveillance systemsputith
the need to transcode the content to an MPEG-like format
before its transmission. [25

[26]
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