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Abstract

Selective encryption is a new trend in content protec-
tion. It aims at reducing the amount of data to encrypt
while achieving a sufficient and inexpensive security. This
approach is particularly desirable in constrained communi-
cation (real time networking with delay constraints, mobile
communication with limited computational power...). In this
paper we introduce selective encryption from information
theory point of view. We define a set of evaluation crite-
ria for selective encryption algorithms and propose a novel
selective encryption algorithm for JPEG2000 compressed
images satisfying all these criteria. The main contribution
of this proposal consists of reaching the minimum amount of
data to encrypt regarding a given level of security and tar-
get application requirements. For this purpose, we exploit
the R-D optimization performed by JPEG2000 EBCOT al-
gorithm.

1. Introduction

In traditional content access control, Shannon [15] sug-
gested the fully layered scheme. It consists of compress-
ing data (preferably with a perfect compressor that removes
all source redundancies) and then encrypting the whole
bitstream. In this configuration, all plaintext symbols or
bits are assumed to be of equal importance. This is rele-
vant when the transmission of the content is unconstrained.
In situations where only few resources are available (high
transmission rate, low memory, low power or computation
capabilities), this approach seems inadequate as pointed out
by Shamir [12]. Recent works explored a new way for con-
tent protection, named partial encryption or selective en-
cryption where only parts of the data are encrypted. In [10],
T. Lookabaugh pointed out the close link between selective
encryption and Shannon’s work on communication and se-
curity [15]. Shannon highlighted the relationship between
source statistics and the ciphertext security [15]. A secure
encryption scheme should remove all plaintext redundan-

cies so that no exploitable correlation is observed in the
ciphertext. He introduced the unicity distance as the min-
imum amount of ciphertexts required to permit a computa-
tionally unlimited adversary to recover the unique encryp-
tion key. It is given by:

nu =
H(k)

r
(1)

WhereH(k) is the key entropy andr the plaintext redun-
dancy. Hence, the less redundant compressed data is, the
more secure the ciphertext is. In perfect compression con-
figuration, given a plaintextP , let P ′ be its ”perfect” com-
pression. We splitP ′ into two partsP ′

1
andP ′

2
. Let C1 and

C2 be the ciphertexts ofP ′
1

andP ′
2

(Figure 1). Perfect com-
pression implies that if we know onlyP ′

1
, thenP ′

2
is com-

pletely unpredictable [10]. Thus, if we consider that only a
subset of the compressed data is encrypted (P ′

1
or P ′

2
), the

security of the ciphertext is preserved. By encrypting only
P ′

1
, we get a selective encryption scheme (Figure 2). This

result is fundamental in building a cryptographically secure
selective encryption algorithm as will be described in this
paper.

Figure 1. Fully layered system as suggested
by Shannon [15]

Figure 2. Post compression selective encryp-
tion preserves security if a perfect compres-
sor is used

To evaluate and compare selective encryption algo-



rithms, we propose a set of evaluation criteria.

1.1. Evaluation criteria

The following list contains evaluation criteria often en-
countered in the literature, as well as new criteria proposed
in this work:

Configurability (C) Regarding a target application, con-
figurability allows to dynamically fine tune the encryp-
tion algorithms with different encryption parameters.

Visual degradation (VD) Measures the perceptual distor-
tion (preferably configurable) of the cipher image with
respect to the plain image. The PSNR is widely used
as a metric for this criterion.

Cryptographic security (CS) Many papers on selective
encryption evaluate security based only on visual
degradation. However, in [17], high visual degradation
is achievable while important security leakages were
pointed out in [8]. In section 2.1, we define crypto-
graphic security.

Encryption ratio (ER) This criterion measures the ratio
between the size of the encrypted part and the whole
data size. It is one of the main expected features of
selective encryption. It is required to be as small as
possible.

Compression friendliness (CF)A selective encryption al-
gorithm is considered compression friendly if it has no
or very little impact on compression efficiency.

Format compliance (FC) Any standard decoder should be
able to decode the encrypted bitstream without decryp-
tion. Format compliance allows preserving some fea-
tures of the compression algorithm (for example scal-
ability).

Error tolerance (ET) This criterion is not often consid-
ered in the literature. The challenge is to design a se-
cure selective encryption algorithm with limited error
propagation in case of transmission errors.

1.2. Related work

We can classify selective encryption algorithms in three
categories: before compression (Pre), during (In) or after
(Post). Figure 3 lists selective encryption algorithms re-
garding each criterion described above. The challenge is
to trade-off all the aforementioned criteria. Most of the
pre-compression algorithms are format compliant [20, 17].
[20] Proposes selective bit scrambling and blocks shuffling
at lower resolutions of the DWT pyramid. The algorithm
does not allow configurability since only full confidential-
ity with high visual degradation is achievable. In addition,
this approach requires high encryption ratio of about 20%.
In-compression approaches adversely impact compression

performance [18, 9, 4], this is basically due to modifica-
tion of the encoder. [4] Proposes a JPEG2000 lightweight
encryption based on secret randomized anisotropic wavelet
bases. Large key space is achievable yielding high secu-
rity level. However, the proposed method is only applica-
ble to transparent encryption with low resolution preview.
Compression performance is adversely impacted and the
full bitstream is not format compliant. Finally, most post-
compression schemes are compression friendly [2, 13, 3].
However, none of the proposed methods offer configurable
algorithm with tunable visual degradation. [13] selectively
encrypts packet data of JPEG2000 codestream. At least the
first 20% of the data is encrypted to achieve full confiden-
tiality, this proposal is applicable only to resolution progres-
sion and offers no configurability. In [3], the authors sug-
gest to encrypt packet headers in addition to packet data.
They argue that packet headers transport discriminant in-
formation that can be considered as a fingerprint. This pro-
posal is relevant for full confidentiality where all JPEG2000
packets are encrypted. In a selective encryption scheme,
unencrypted part can be considered as a fingerprint. There-
fore, encrypting packet headers would increase encryption
ratio without significant improvement on security. In or-
der to achieve JPEG2000 format compliance, [16] performs
iterative CCP (Codeblock Contribution to Packet) encryp-
tion. The number of iterations increases exponentially with
CCP length and iterative approach may give a hint to per-
form side channel attacks.
An important effort has been also made in Part 8 of
JPEG2000, namely JPSEC or secure JPEG2000 [7] to pro-
vide a standardized framework to implement security tools
and services such as selective encryption, authentication,
integrity... Our proposal could be implemented in JPSEC
framework.

Figure 3. State of the art selective encryption
algorithms.



None of the previously proposed schemes tackle all the
criteria described above. In section 2 we propose a novel
scheme offering a trade-off between these criteria (table 3).
In section 3, we present experimental results and compar-
isons regarding evaluation criteria. We conclude in section
4.

2. Our selective encryption algorithm

Figure 4. General approach.

Figure 5. JPEG2000 packet structure. By en-
crypting contribution of code-block CBi at a
given layer ( j), all its contributions to less
significant layers become undecodable.

A JPEG2000 codestream is composed of packets; each
packet contains the data from a given Resolution (R), Qual-
ity Layer (L), Spatial region called precinct (P) and Compo-
nent (C). Each packet contains a packet header followed by
the packet data (figure 5). Packet data contains the the code-

block contributions (CCPs) of each packet (figure 5). De-
pending on the target application, a subset of these packets
is encrypted (figure 4). We define the following encryption
parameters:

Re : List of resolutions to be encrypted. Low resolution
subbands concentrate signal energy. High resolution
subbands represent details. If high visual degrada-
tion is required with no preview, it is recommended to
encrypt only low resolution subbands. If low visual
degradation is required with a ”thumbnail” preview,
it is recommended to encrypt only highest resolution
subbands.

Le : List of layers to be encrypted. If a low quality preview
is required, we need to encrypt least significant layers.
If high visual distortion is required, most significant
layers need to be encrypted.

Ce : List of components to be encrypted.

Pe : List of precincts to be encrypted. If a particular re-
gion of the image needs to be encrypted, then all pack-
ets from precincts that cover the corresponding area
should be encrypted.

Each packet in the setSe = Re×Le×Ce×Pe is selectively
encrypted. Each packet is composed of independent code-
block contributions. Only the minimum amount of bytes in
each code-block contribution of each packet fromSe is en-
crypted. Since CCPs have different lengths, additional data
is required. It is included within the bitstream (for example
in the COM marker segment of JPEG2000 codestream or
the SEC marker segment of a JPSEC main header) to indi-
cate encrypted packetsSe and CCPs lengths.

The next subsections detail how we have computed the
minimal number of bits to encrypt in each code-block con-
tribution (section 2.1), how to select code-blocks to encrypt
in order to minimize encryption ratio (2.2) and finally the
encryption algorithm (2.3).

2.1. Cryprographic security

Very few papers have proposed a serious evaluation of
the security of selective encryption algorithms. In most
cases, visual distortion (measured using the PSNR) is used
as the exclusive criterion for such purpose. However, visual
degradation remains a subjective measure. In addition, it
has been shown that some selective encryption algorithms
that yield important visual distortion may have important
security leakages [17, 8]. Cryptographic security should
rely on:

• The encryption key (of a well scrutinized encryption
algorithm).



• Unpredictability of the encrypted part.

In this work, we use AES-128 as a well-scrutinized encryp-
tion algorithm. The only ”successful” attacks against AES
have been side channel attacks [14]. These attacks should
be blamed on the implementation leakages and not to the ar-
chitecture of AES block cipher. Very few works have been
reported on the unpredictability of the encrypted part. In
[11], guesswork is used as a measure to evaluate the con-
fidentiality of selectively encrypted messages. It estimates
the expected number of guesses an attacker should try be-
fore finding the right secret. We investigate the implica-
tions of these results on selective encryption of JPEG2000
compressed images. To a certain extent, the JPEG2000
arithmetic coder can be considered as a ”perfect compres-
sor”. Hence, we can consider that the outputs of this coder
are uniformly distributed. Codeblocks are the fundamen-
tal coding units in JPEG2000 and since each code-block
is encoded independently, we base our approach on code-
blocks statistics. We empirically verified that all bytes
values in code-block contributions are equally probable (
p0 = 1

256
≈ 0.0039) as illustrated in figure 6.

Figure 6. Bytes values of code-blocks contri-
butions are uniformly distributed.

This observation is a necessary condition for uni-
form distribution assumption. We consider a message
M (representing one code-block contribution) composed of
n bytes. We arbitrarily choosene bytess that will be en-
crypted (ne ≤ n), the encrypted part is represented with
messageX (figure 7). The remainder of the message is left
unencrypted. The encryption ratio is given by:

ER =
ne

n
(2)

We evaluate the difficulty for an attacker to predict (X)
in a brute force attack and try to find conditions that make

Figure 7. Selective encryption of a message,
only grey units are encrypted

brute force attack on the key space easier than optimal brute
force attack on the plaintext space. This condition is fun-
damental. Indeed, if brute force attack on the plaintext is
easier, then the cipher and encryption key can be bypassed.
The attacker would then prefer to concentrate his effort on
guessing the right plaintext. We assume that the attacker
knows the length and the location of the encrypted part and
is able to recognize when a right guess occurs. For this pur-
pose we use guesswork:

W (X) =

|L|∑

i=1

i · pi (3)

WhereL = {X1,X2, ...,X|L|} is the language space ofX

andpi = Pr(X = Xi). For uniformly distributed symbols,
we obtain identically distributed elements in language space
which yields:

pi =
1

|L|
=

1

|Σ|ne

(4)

WhereΣ is the alphabet of languageL. We get guesswork:

W (X) =
1

|Σ|ne

·

|Σ|ne∑

i=1

i =
1 + |Σ|ne

2
(5)

Now, if we consider the guesswork on encryption key (ofk

bits), we get:

W (K) =

2
k∑

i=1

i

2k
=

1 + 2k

2
(6)

From equations 5 and 6, we can conclude that brute force
attack on the message space is harder than key guessing if
W (X) ≥ W (K). In other terms:

ne ≥
k

log2(|Σ|)
(7)

In the case of JPEG2000 selective encryption using the
AES-128 algorithm, we have (k = 128, |Σ| = 256). This
yields a minimum number of bytes to encrypt per code-
block contribution:

ne ≥ 16 (8)



2.2. Encryption ratio

In the previous section, we have shown that crypto-
graphic security requires encrypting only 16 bytes in each
code-block contribution fromSe. In this sub-section, we ex-
ploit the R-D optimization performed by the EBCOT algo-
rithm in order to select code-block contributions to encrypt.
Let us consider an image compressed withR resolutions
(resolution 0 is the smallest (LL subband)) ,L layers (layer
0 is the Most Significant),P precincts andC components.
From a selective encryption standpoint, if the contribution
of code-blockCBi at layerj from a given precinct, reso-
lution and component is encrypted, all its contributions to
layerj and subsequent layers (j + 1...L − 1 ) are no more
correctly decodable (figure 5). This is equivalent to truncat-
ing the contribution ofCBi at layerj − 1. The distortion
resulting from this encryption is given by:

d(Ei,j) = di,j−1 + d′i,j ≥ di,j−1 (9)

Where di,j−1 is the distortion resulting from truncating
CBi at layerj − 1 andd′i,j is the distortion resulting from
incorrect decoding of the contributions of code-blockCBi

to layersj...L − 1. The context based nature of the arith-
metic coder used to encode quality layers make code-block
contributions causal from most significant to least signifi-
cant layers. In selective encryption literature [13, 3], the
distortiond(Ei,j) is commonly used to measure the secu-
rity of the algorithm. However, the noisy componentd′i,j
can be canceled by enabling error resiliency mechanisms at
encoding and decoding. Visual distortion is not relevant for
security estimation. The distortion resulting from the de-
coding public part is:

de(Ei,j) = di,j−1 (10)

All users have access to the visual quality given by this pub-
lic part. Thanks to the R-D optimization performed by the
EBCOT algorithm, it is not necessary to encrypt more than
the contributions of code-blocks to layerj in order to obtain
a distortion greater or equal to that of layerj−1. Thus only
the most significant layer amongLe is encrypted. It allows
an important encryption ratio reduction.

2.3. Encryption algorithm

In Section 2.1, we have shown that for each selected
code-block contribution, we only need to encrypt 16 bytes.
Then, in section 2.2, we have determined the set of code-
blocks to encrypt. In this last sub-section, we use a pattern-
constrained encryption method in order to output a for-
mat compliant encrypted bitstream. The only constraint
we need to observe is that codewords within the interval
[0XFF90, 0XFFFF ] are forbidden in packet data. A

Figure 8. Only 16 bytes are encrypted per
code-block contribution.

similar approach was proposed in [5] for full encryption,
our approach is adapted for partial to full encryption. To
that end, we use a modified AES CTR mode with condi-
tional modular addition as shown in figure 8. For decryp-
tion, all additions are replaced by subtraction. The main
advantage of this approach is to achieve format compliance
without iterating many encryption cycles. This yields im-
portant time and memory saving. In addition, iterative ap-
proaches may give a hint for attackers to perform side chan-
nel attacks such as timing attack.

3. Experimental results and comparisons

For experiments, we select a set of high definition im-
ages (1850 × 2160). We use OpenJPEG library [1] for en-
coding/decoding and metadata generation. The compres-
sion parameters are five layers, five resolutions, three com-
ponents and six precincts.

3.1. Visual degradation

Our approach allows fine tuning visual degradation with
respect to application requirements. For illustration, we
consider two tunings to meet two different applications.
The first tuning focuses on an application called ”thumb-
nail view only”. It means that only a small version (low
resolution) of the original content (figure 9-a) can be pre-
viewed (without key) by all users while the full bit stream
is sent to all users. The full content is only viewable by
users who have the corresponding key(s). Only the low-
est resolution (resolution 0: LL subband) is public, layer 0
is encrypted at resolutions 1, 2, 3 and 4. The distortion is



11.10dB. Only 0.44% of data are encrypted. The visual
degradation is illustrated in figure 9-b. The next application
is called ”full protection”. Any part of the content is only
viewable by users who have the corresponding key(s). This
application requires hard visual degradation with no scala-
bility. Only the most significant layer (layer 0) is encrypted
at all resolutions. The achieved distortion is8.17dB . Only
0.47% of data are encrypted. The visual degradation is il-
lustrated in figure 9-c. In figure 10, we show how visual
distortion presents rapid drop since the first byte encrypted.
Indeed, encrypting one single byte per CCP causes impor-
tant visual distortion. However, encrypting more bytes per
CCP does not bring significant change. This is due to the
context based nature of the EBCOT combined with the MQ
arithmetic coding of the CCPs. The encryption of a sin-
gle byte compromises the EBCOT decoding process for the
entire CCP. Therefore, encrypting 16 bytes per CCP is suf-
ficient to achieve the desired level of visual distortion while
guaranteeing cryptographic security.

Figure 9. (a): Plain image, (b): Perceptual en-
cryption and (c): Hard encryption.

Figure 10. Impact of the number of bytes en-
crypted per CCP on PSNR.

3.2. Encryption ratio

Figure 11. Minimum code-block encryption
allows important reduction of encryption ra-
tio.

Figure 12. Encryption time.

In [13], a selective encryption algorithm is proposed for
resolution progression JPEG2000 compressed images. At
least the first20% of data is encrypted to achieve a distor-
tion of 9dB for full confidentiality. Our proposal is pro-
gression independent. In addition, we reach a better level
of confidentiality (8.09dB) with only 5.43% of encrypted
data and guarantee cryptographic security. In figures 11 and
12, we illustrate respectively visual distortion with respect
to encryption ratio and encryption time required to achieve
a given visual distortion. All quality layers, precincts and
components are encrypted. We compute PSNR, encryp-



tion ratio and encryption time for five points(Re = {0}
,Re = {0, 1} , Re = {0, 1, 2}, Re = {0, 1, 2, 3} andRe =
{0, 1, 2, 3, 4}). We choose these encryption parameters to fit
the situation considered in [13]. We observe that with full
code-block encryption [13], higher encryption ratio is re-
quired to achieve a given distortion compared to minimum
code-block encryption (figure 11). For illustration, for [13],
we need to encrypt about30% of data to reach less than9dB

visual distortion. However, in our proposal, encrypting only
5.43% yields 8.09dB (with Re = {0, 1, 2, 3, 4}). For our
method, we can see the rapid drop of visual quality with re-
spect to encryption ratio. This allows important time saving
as shown in figure 12. To reach a visual distortion of9dB at
least, full code-block encryption [13] requires400ms while
we achieve only16ms for encryption.

3.3. Compression friendliness

The additional data included in the bitstream introduces
a little overhead ranging from 0.1% at least to 5% at most
which is acceptable. In addition, encryption impact on
compression performance is rarely tackled in the literature
which makes comparison difficult.

3.4. Error tolerance

We tested three encryption methods: using block ciphers
in chaining mode (AES in CFB mode) as proposed in [13],
ECB mode and our method (modified CTR mode). We in-
jected one single bit error in each cipher bitstream. Figure
13 shows error images after decryption. It illustrates er-
ror propagation behavior for the three different encryption
methods. In CFB mode [13] (figure 13-c), any error that
occurs at a given byte in packet data is propagated to all
subsequent code-blocks in the precinct, this is due to the
use of chaining in CFB mode. In the modified CTR mode
(our proposal), any error that occurs at an encrypted byte
affects at most that byte and the next one in decryption (if
the erroneous byte is0XFF ). The error remains confined
to the code-block where the error occurs. The impact is not
perceptible (figure 13-a). AES-128 ECB mode gives inter-
mediate result, at most sixteen adjacent bytes are affected
by the error (figure 13-b).

4. Conclusion

Contrarily to state of the art algorithms, the proposed
solution achieves configurable, format compliant, compres-
sion friendly selective encryption algorithm. It achievesthe
minimum encryption ratio required to reach a target visual
distortion while guaranteeing cryptographically secure se-
lectively encrypted bitstream. This allows achieving impor-

Figure 13. Error images after decoding for
one byte error, (a): CTR, (b): ECB and (c):
CFB modes.

tant time saving. In future works, we will focus on com-
pressing the metadata needed for decryption.
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